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ABSTRACT 
 
 
 

GENERATION OF INTERNAL COMBUSTION ENGINE FUEL MAPS AND SPARK 
TIMING PROFILES USING METAMODELS 

 
by 

 
ALI TAFRESHI 

 
 
Adviser:  Zissimos P. Mourelatos, Ph.D. 
 
 

With the growth of computing technologies, many leading automotive companies 

tend to use simulation tools to reduce the number of actual engine testing for evaluating 

the performance of Internal Combustion (IC) engines. However, a high-fidelity engine 

model which is very complex and computationally demanding, is needed. In this 

dissertation, we present efficient and accurate metamodels to predict an engine fuel map 

and to also obtain the spark timing profile to generate a specified torque curve. Time-

dependent Kriging metamodels using Singular Value Decomposition (SVD) and 

Nonlinear Autoregressive metamodels with Exogenous inputs (NARX) in conjunction 

with Neural Networks (NN) are developed and used. A sequential process was first 

developed to generate steady-state engine fuel maps using Kriging accounting for 

different engine characteristics at different operating conditions. The generated map 

predicts engine output parameters such as Brake Mean Effective Pressure (BMEP) and 

fuel flow rate. The Kriging metamodels are created sequentially to ensure acceptable 

accuracy with a small number of expensive engine simulations. Two optimization 
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problems are solved for full load and part load conditions, respectively. We demonstrate 

that the estimated fuel map is of high accuracy compared to the actual map.   

The internal combustion engine is a source of unwanted vehicle vibration 

produced by engine mount forces which depend on the engine torque profile during a 

transient tip-in or tip-out maneuver. A methodology was also developed to obtain the 

desired engine torque profile to minimize the unwanted vibration by controlling a set of 

engine calibration parameters. A set of design coefficients defining a spark timing profile 

and the corresponding engine torque profiles are used to construct time-dependent 

metamodels using SVD and Kriging. The accuracy of the approach is demonstrated using 

GT-Power engine simulations. In addition, we developed a time-dependent NARX-NN 

metamodel to predict engine spark timing and cylinder pressure profiles corresponding to 

a desired torque profile. The NARX-NN metamodel predicts the spark timing accurately 

using a very small number of engine simulations. 
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CHAPTER ONE 
 

INTRODUCTION 
 
 
 

An IC engine is a mechanical system which converts chemical energy (fuel 

energy) to mechanical energy and produces work through thermodynamic processes. IC 

engines can be used in automobiles, ships, airplanes, power plants, etc. Nowadays, they 

are used in more than 90 percent of all produced vehicles. All IC engines are designed 

differently, and their performance is tested to make sure they pass certain criteria and 

regulations. The process of engine testing is very expensive and time consuming. 

With advancements in computing technologies, the automotive industry tends to 

use physics-based simulation tools to design and test engines. This significantly reduces 

engine design cost and saves time. However, because of the complexity of many engine 

models a significant amount of time is devoted to develop them. To overcome this 

challenge, one can construct an approximate model, known as a metamodel, using a set 

of observations obtained from simulation at strategically chosen design points which 

have space filling properties. These points are obtained using the so-called Design of 

Experiments (DOE).  

In this research, we propose a sequential process to generate a steady-state engine 

fuel map using Kriging metamodels. The latter account for different engine 

characteristics such as load and fuel consumption at different operating conditions. We 

also propose two different methodologies to determine the spark timing profile to achieve 

a desired engine torque profile during a transient tip-out maneuver. Sections 1.1 through 

1.3 provide an introduction to four-stroke IC engines, DOE, and metamodels. 
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1.1 Four-Stroke Internal Combustion Engine 

IC engines are systems that deliver mechanical work through a thermodynamic 

process. The mechanical work is produced by releasing fuel energy through fuel 

oxidization (combustion process) and converting it to thermal energy. The working fluid 

is a mixture of fuel and air before combustion and the byproduct after combustion is 

burned gas. In reciprocating engines (Figure 1.1), where the piston travels upwards and 

downwards in the combustion chamber, the developed gas pressure through the 

combustion process applies a force on the piston which is then transmitted to the 

crankshaft through the piston pin and the connecting rod [1]. A complete work cycle 

includes four strokes (Figure 1.1). 

In the intake stroke, as the piston travels downwards from Top Dead Center 

(TDC) to Bottom Dead Center (BDC), fresh mixture of fuel and air flows into the 

cylinder through intake valves. In the compression stroke, the mixture is compressed 

while the piston travels upwards and the valves are closed. At the end of the compression 

stroke, combustion takes place. In the expansion stroke, the high pressure generated by 

combustion pushes the piston downwards and forces the crankshaft to rotate. Finally, in 

the exhaust stroke, the burned gases exit the cylinder through an opened exhaust valve as 

the piston travels upwards. 

Internal combustion engines can be operated with high energy density fuels. The 

combustion efficiency can reach up to approximately 50% of the fuel energy that can be 

transferred into mechanical work. Due to their flexible designs, they can be used in a 

range of different applications such as in motor vehicles, airplanes, railways, ships, etc. 

However, there are environmental concerns associated with IC engines. The spark 
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ignition and diesel engines are one of the main sources of air pollution. The engine 

exhaust gas contains nitrogen oxides (NOx), carbon monoxide (CO) and unburned or 

partially burned hydrocarbon (HC) which are unfriendly to the environment and toxic for 

humans. Carbon dioxide (CO2), which is known as greenhouse gas, is the product of 

combusting fuel. Its high concentration in the atmosphere leads to global warming. For 

this reason, a lot of research has been conducted on ways to reduce these emissions while 

maintaining or increasing the efficiency of IC engines. 

1.2 Design of Experiments 

In recent years, the use of computer aided engineering has been a useful tool at 

every engineering sector using finite element analysis or computational fluid dynamics, 

for example. However, the effectiveness of virtual product prototypes is often hindered 

by the excessive computational cost of complex engineering simulations. A way to 

reduce the computational cost is to construct metamodels (model(s) of a model) [2], 

which should be sufficiently accurate to replace the computationally expensive 

simulation and analysis codes. The metamodel accuracy largely depends on the selected 

experimental design points which comprise the so-called Design of Experiments. A good 

DOE should have space filling properties providing a set of points that are uniformly 

scattered in the design space in order to maximize the extracted information from the 

design space. A DOE with good space filling properties can be then used to construct an 

accurate metamodel. The better the space filling properties of a DOE, the more accurate 

the metamodel will be. 
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1.3 Basics of Metamodeling 

In today’s scientific world many physical experiments can be too expensive or 

time consuming to conduct. Therefore, complicated physics-based models are necessary. 

Each of these models have multiple inputs and an output as: 

𝑦 = 𝑓(𝒙), 𝒙 = {𝑥ଵ, 𝑥ଶ, … , 𝑥௦} ∈ 𝑻, (1.1) 

where y is the output, 𝒙 is a vector of input variables, the function 𝑓 can have an 

analytical formula, and 𝑻 is the input design space [3]. Scientists and engineers use 

models to predict the behavior of systems under different inputs. Thus, the computer 

models become a vital part in investigating a complicated physical phenomenon.  

Sometimes the physical models are very time consuming to conduct. Therefore, 

one of the goals is to find a proper approximate model  

𝑦 ≈ 𝑔(𝒙), (1.2) 

which is fast to run, accurate enough, and yields insight into the relationship between y 

and 𝒙. Such an approximate model is called a “model of the model” or “metamodel” [3]. 

Since the metamodel is easier to compute and has an analytical formula, the 𝑔 function 

can replace the actual function 𝑓 for many applications. The construction of the 

metamodel is an interpolation problem and its accuracy depends on the Design of 

Experiments (DOEs) space filling properties. 

1.4 Dissertation Outline 

We begin in Chapter Two by describing the fundamentals of spark ignited 

gasoline engines, Design of Experiments (DOE), and conventional metamodeling 

including time dependent metamodeling techniques. DOE methods combined with 
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metamodeling techniques can be used in various engineering problems to provide not 

only accurate results but also reduce the time of experiments or simulations, significantly.  

In Chapter Three, we introduce an efficient process to create fuel maps at full load 

and part load conditions utilizing a simulation tool and Kriging as a conventional 

metamodel. Fuel maps provide information about the engine characteristics which 

depend on the engine speed and load. The load is usually expressed in terms of the Brake 

Mean Effective Pressure (BMEP). An engine fuel map has two regions known as full 

load and part load. If an engine operates at full load, the throttle is wide open (WOT), 

providing the highest BMEP throughout the speed range. In part load (partially open 

throttle valve), it is desired to operate with the minimum fuel consumption while a 

targeted load is met at any engine speed. 

In Chapter Four, we address clunk noise and the independent factors which can be 

controlled to reduce it in the driveline. We propose and compare two efficient methods to 

predict a spark timing profile corresponding to a desired torque profile in order to reduce 

clunk noise in vehicles. In the first method, we use the Singular Value Decomposition 

(SVD) method combined with Kriging to accurately predict the required spark timing 

profile and then validate the prediction. In the second method, we utilize the neural 

networks in a Nonlinear Autoregressive model with Exogenous inputs (NARX) 

combined with a feedforward Neural Network to extrapolate accurately a spark timing 

profile.  

Finally, Chapter Five summarizes the main research contributions of this 

dissertation and outlines future work. 
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Figure 1.1: 4-stroke reciprocating engine [1] 
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CHAPTER TWO 
 

RESEARCH BACKGROUND AND LITERATURE REVIEW 
 
 
 

2.1 Overview of Spark Ignited (SI) Combustion Engines 

The SI engines are four-stroke open-cycle engines in which the fuel-air mixture is 

combusted in the combustion chamber using a spark from a spark plug. In conventional 

SI engines the fuel and air are mixed outside the cylinder, either by a carburetor or by a 

fuel injection system at the intake manifold or ports before entering the cylinder. In order 

to have a stable combustion, the ratio of air mass flow to fuel mass flow must be held 

approximately around 14-15. The throttle valve controls the combined fuel and air flow, 

and thus the engine output. The maximum power at any engine speed is achieved when 

the throttle valve is wide open allowing maximum air flow to the cylinder. The throttle 

valve is partially open when lower power is required [4]. In sophisticated engines the fuel 

is injected directly into the combustion chamber and is mixed with fresh air in the 

cylinder. The mixture formation is determined by the time available between the injection 

event and the ignition instance [1]. 

The fluid mixture along with the residual gases from the previous cycle enters the 

cylinder when the intake valve is open during the intake stroke and then it is compressed 

during the compression stroke. Just before the firing TDC, the combustion process starts 

by an electric discharge across the spark plug and a turbulent flame develops and 

propagates across trapped air-fuel mixture and the residual gas in the cylinder. The flame 

stops propagating and extinguishes at the combustion chamber wall. During the 

combustion process the in-cylinder pressure increases which results in mechanical work 
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and generates torque. There is an optimum spark timing, for the so-called Maximum 

Brake Torque (MBT), which results in maximum torque depending on the in-cylinder 

fuel-air mixture. Any spark timing before or after MBT reduces the engine output [4]. 

The exhaust valve starts to open before BDC during the expansion stroke. The 

exhaust gases exit the cylinder during the exhaust stroke. The intake valve opens just 

before TDC where the gas exchange occurs. The exhaust valve closes just after gas 

exchange TDC. The time of opening and closing of intake and exhaust valves has 

significant effect on the engine efficiency, and thus fuel consumption [5-7]. 

2.1.1 Important Engine Characteristics 

Characteristic values are useful for design engineers who are interested in 

evaluating the engine performance as well as assessing and comparing different engines. 

Figure 2.1 shows a schematic of a cylinder and a diagram known as the p-V diagram. The 

latter illustrates the course of in-cylinder pressure for the entire 4-stroke cycle. 

The output work resulted by gas force in a cylinder can be obtained as 

𝑑𝑊 = 𝑝 ∗ 𝐴 ∗ 𝑑𝑠, (2.1) 

where 𝑊 is the output work, 𝑝 is the in-cylinder pressure, 𝐴 is the top piston surface area 

and 𝑠 is the engine stroke. 

Hence, the work in a complete cycle can be calculated as shown in equation (2.2) where 

𝑉 is the engine displacement volume, 

𝑑𝑊 = ර 𝑝 ∗ 𝑑𝑉 (2.2) 

The net indicated work per cycle, 𝑊௡, is the work delivered to the piston over the 

entire cycle. It is given by 
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𝑊௡ = 𝑊௜ + 𝑊௣ (2.3) 

where, 𝑊௣, is the pumping work done over the exhaust and intake strokes (typically 

negative) and the Gross Indicated work per cycle, 𝑊௜, is the work delivered to the piston 

during the compression and expansion strokes. The available useful work at the 

crankshaft is the brake work. It is obtained by subtracting the friction work, 𝑊௙, from the 

net work, 

𝑊௕ = 𝑊௡ − 𝑊௙ . (2.4) 

The friction work is due to engine friction and friction from the driving engine 

accessories. The Brake Mean Effective Pressure (BMEP) is a valuable measure of the 

engine's capacity to do work. It represents the brake work normalized by the 

displacement volume, 𝑉ௗ. In other words, the BMEP is independent of the engine 

displacement and it can be expressed as  

𝐵𝑀𝐸𝑃 =
𝑊௕

𝑉ௗ
. (2.5) 

The engine output power can be expressed as 

𝑃௕ =
𝑊௕ ∗ 𝑁 ∗ 𝑛௖௬௟

𝑛ோ
=  

𝐵𝑀𝐸𝑃 ∗ 𝑉ௗ ∗ 𝑁 ∗ 𝑛௖௬௟

𝑛ோ
 (2.6) 

where 𝑁 is the engine speed, 𝑛௖௬௟ is the number of cylinders and 𝑛ோ is the number of 

crank revolutions for each power stroke per cylinder. For a four-stroke engine, 𝑛ோ is 

equal to 2. The engine brake power, 𝑃௕ , can be also calculated by multiplying the engine 

torque, 𝑇, by the angular speed, 

𝑃௕ = 2 ∗ 𝜋 ∗ 𝑁 ∗ 𝑇. (2.7) 
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The torque is a measure of the engine’s ability to do work while power is the rate at 

which the work is done. 

In engine test cells, the fuel consumption is measured using the fuel mass flow 

rate, 𝑚̇௙. Another useful parameter is the Brake Specific Fuel Consumption (𝐵𝑆𝐹𝐶) 

which expresses how efficiently an engine uses the fuel supplied to produce useful work. 

The 𝐵𝑆𝐹𝐶 can be expressed as  

𝐵𝑆𝐹𝐶 =
𝑚̇௙

𝑃௕
 

(2.8) 

with typical units in 
௚

௄ௐ௛
. The engine efficiency is given by 

𝜂 =
𝑃௕

𝑚̇௙ ∗ 𝐿𝐻𝑉
=

1

𝐵𝑆𝐹𝐶 ∗ 𝐿𝐻𝑉
 (2.9) 

where 𝐿𝐻𝑉 is the lower heating value of the fuel which defines the fuel energy content 

[8-10,97-98]. 

2.1.2 Gas Exchange and Flow in the Combustion Chamber 

The gas exchange is a process taking place during the exhaust and intake strokes 

and it has a significant effect on the engine performance (e.g. power and 𝐵𝑆𝐹𝐶) and also 

on emissions. The intake and exhaust valves control the engine breathing during gas 

exchange [1]. The exhaust gases must be removed from the cylinder through exhaust 

valves while fresh air enters the cylinder via intake valves. The following requirements 

usually hold for the exhaust and intake valves: 

 Large opening cross section, 

 Quick opening and closing, 

 Optimal flow design, 

 High sealing during compression and expansion, and  
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 High durability. 

The valve timing plays an important role in engine performance. It specifies the 

start of opening and closing of the intake and exhaust valves as is shown in Figure 2.1. 

The influence of valve timing on energy losses and engine performance is controlled by 

the following events [8-10]: 

An early Exhaust Valve Opening (EVO) results in high losses in expansion work 

by decreasing the exhaust work. In contrast, a late EVO results in low losses in expansion 

work by increasing the exhaust work. The Intake Valve Closing (IVC) has a significant 

influence on cylinder filling, and therefore, on engine torque characteristics. An early 

IVC is desirable for high torque at lower speeds. However, it causes filling losses at 

maximum engine speed. A late IVC causes high rated power with filling losses at low 

speeds. A late IVC is desirable for racing engines. 

The Intake Valve Open (IVO) and the Exhaust Valve Close (EVC) usually 

overlap. With a large valve overlap, the fresh charge escapes the cylinder through an 

exhaust valve without participating in combustion reducing therefore, the efficiency of 

natural aspirated engines. This is the so-called scavenging loss. On the other hand, at full 

load condition, the residual gas is scavenged resulting in higher cylinder filling, and 

therefore, higher power. Increasing the valve overlap at part load increases the residual 

gas which can reduce the gas exchange work and also NOx emissions. 

2.1.3 Fuel Map (Engine map) 

One way to illustrate the operating characteristics of an IC engine over its entire 

load and speed range is to plot various engine parameters on an iso-plot with BMEP or 

engine torque on Y axis and engine speed on X axis. Some of the engine parameters that 
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can be shown on Z axis are BSFC, fuel flow rate, manifold air pressure (MAP), exhaust 

temperature, (EGR percentage, boost pressure if applicable), etc.  

In general, a fuel map is generated by coupling the engine to a dynamometer in a 

test cell and running the engine using a regular grid of load and engine speed values. 

Each combination of load and speed is an operating condition. Some of the engine 

parameters at each operating condition, such as fuel flow rate or air flow rate, BMEP and 

torque, are measured. Other parameters, such as BSFC, are calculated using the measured 

data. 

Figure 2.2 shows a fuel map example for a natural aspirated gasoline engine. The 

thick black curve represents the Wide-Open-Throttle (WOT) curve at full load in which 

the maximum possible BMEP is achieved for each engine speed. At WOT, the throttle 

valve is fully open allowing maximum air flow into the engine intake manifold. Of 

course, maximum BMEP at any engine speed is desired. For this specific example, the 

maximum achievable load is around 12.5 bar BMEP at 4500 rpm. Due to hardware 

limitations and the engine characteristics, it is not possible to operate beyond this curve 

(i.e. increase the BMEP further for a given rpm). The maximum BMEP occurs in the 

mid-speed range. 

The area below the WOT curve indicates that the engine operates at part load in 

which the throttle is partially open to control the air-fuel mixture and to produce a certain 

load at a specific engine speed. In part load, the lowest fuel consumption at any engine 

speed and load is desired. The fuel consumption is measured as fuel mass per time 𝑚̇௙. A 

more useful parameter is the Brake Specific Fuel Consumption (BSFC). The BSFC is the 

fuel flow rate per unit power output (
௠̇೑

௉
, [𝑔/𝐾𝑊ℎ]), which measures how efficiently an 
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engine is using the supplied fuel to produce work [4]. Obviously, low values of BSFC are 

desirable. For this example, the minimum BSFC occurs around 3000 rpm and 10 bar 

BMEP. The minimum BSFC occurs at a lower speed and under part load. 

An engine map can also be presented in terms of changes in volumetric 

efficiency, 𝜂௩, gross indicated fuel conversion efficiency, 𝜂௙,௜௚, and mechanical 

efficiency, 𝜂௠ as Air Fuel Ratio (AFR), EGR (if applicable), and heat loss and friction 

change [11-13]. The Mean Effective Pressure (MEP), and the Specific Fuel Consumption 

(SFC) for four-stroke cycle engines can be expressed as in Equations (2.10) and (2.11), 

respectively. The 𝑄ு௏ and 𝜌௔ in equations (2.10) and (2.11) are lower heating value of 

the fuel and the inlet air density, respectively. 

𝑀𝐸𝑃 = 𝜂௙,௜௚ ∗ 𝜂௩ ∗ 𝑄ு௏ ∗ 𝜌௔ ∗
𝐹𝑢𝑒𝑙

𝐴𝑖𝑟
 (2.10) 

𝑠𝑓𝑐 =
1

𝜂௙,௜௚ ∗ 𝑄ு௏
 (2.11) 

The full load curve varies with changes in the volumetric efficiency 𝜂௩, the 

reduction of 𝜂௠ as the mean piston speed 𝑆௣̅ increases, and the increase of 𝜂௙,௜௚ as 𝑆௣̅ 

increases due to decreasing heat transfer per cycle. For the part load condition, starting at 

the minimum BSFC point, the following holds. 

 Increasing speed at constant load results in an increase of BSFC due to the 

increasing FMEP at higher speeds which decreases mechanical efficiency 𝜂௠. 

 Decreasing speed at constant load results in a BSFC increase due to the increase 

of heat transfer (heat loss) per cycle, and due to the friction reduction which increases 

𝜂௠. Note that any fuel enrichment to maintain combustion stability or to avoid 

exceeding certain temperature limits to protect hardware results in a BSFC increase. 



14 

 Increasing load at constant speed increases BSFC due to fuel enrichment. The 

latter is necessary to increase torque while air flow increase becomes limited. 

 Decreasing load at constant speed increases BSFC due to increasing friction and 

heat loss. 

2.2 Overview of Metamodeling Techniques 

The general form of a metamodel can be expressed as [3]: 

𝑔(𝒙) = ෍ 𝛽௝𝑓௝(𝒙)

௅

௝ୀ଴

, (2.12) 

where {𝑓଴(𝒙), … , 𝑓௅(𝒙)} is a set of basis functions defined on the design space. The basis 

functions may be in the form of polynomials, splines, Radial Basis Functions (RBF) or 

the functions created by the covariance function in the Kriging model. The 𝛽௝’s are 

unknown coefficients to be estimated [14-16]. 

In order to explain the metamodels mathematically it is important to use the 

following matrix notation 

𝒚 = (𝑦ଵ, … , 𝑦௡)், (2.13) 

𝜷 = (𝛽଴, … , 𝛽௅)், and (2.14) 

𝒇(𝒙) = {𝑓଴(𝒙), … , 𝑓௅(𝒙)}் (2.15) 

𝑭 = ൮

𝑓଴(𝒙ଵ), … , 𝑓௅(𝒙ଵ)
𝑓଴(𝒙ଶ), … , 𝑓௅(𝒙ଶ)

⋮        ⋱         ⋮
𝑓଴(𝒙௡), … , 𝑓௅(𝒙௡)

൲ (2.16) 

where 𝒚 is the vector of actual outputs, 𝑦, and 𝑛 is the number of design sites, 𝜷 is the 

vector of unknown coefficients, 𝛽, and   𝐿 is the number of design space dimension, 𝒇(𝒙) 
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is the vector of estimated outputs as a function input data, 𝒙, and 𝑭 is the matrix of 𝒇(𝒙) 

at different location of inputs. 

A conventional metamodel predicts the value of a scalar function 𝑦(𝒙) where 𝒙 is 

a multi-dimensional vector. Time-dependent metamodels can be constructed by 

combining a conventional metamodel, such as Kriging, with Singular Value 

Decomposition (SVD), NARX with a Neural network or NARX with Kriging. Different 

conventional metamodel techniques as well as time-dependent metamodeling are 

explained in detail next.  

2.2.1 Polynomial Regression 

Polynomial regression is a metamodeling technique that has been widely applied 

in engineering problems due to its ease in implementation and interpretation [17]. It is 

mainly used to obtain the overall trend of the actual function. A second order polynomial 

is the most used form of a polynomial regression. It can be expressed as 

𝑦෤(𝒙) = 𝛽଴ + ෍ 𝛽௜𝑥௜ + ෍ ෍ 𝛽௜௝𝑥௜𝑥௝  ,

௅

௝ୀଵ

௅

௜ୀଵ

௅

௝ୀଵ

 (2.17) 

where 𝐿 is the number of independent parameters, 𝒙 is the vector of independent 

parameters, and the 𝛽𝑠 are regression coefficients, obtained by the Least Square 

Estimation method. The latter estimates parameters by minimizing the squared of the 

deviations between observed values, 𝑦(𝒙), and their expected values, 𝑦෤(𝒙). The 

following minimization problem expresses the least square estimation 

min
𝜷

෍ ቐ𝑦௜ − ෍ 𝑓௝(𝒙௜)𝛽௝

௅

௝ୀ଴

ቑ

ଶ
௡

௜ୀଵ

 (2.18) 

resulting in the following least square estimator 
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𝜷෩ = (𝑭𝑻𝑭)ିଵ𝑭𝑻𝒚 (2.19) 

where n is the number of design sites and 𝑭 has full rank. The prediction of the least 

square estimate method is influenced by data located far away from majority of the 

design sites in the design space (outliers) which might reduce the prediction accuracy. 

Polynomial regression models have been used by a number of researchers [18-21] in 

designing complex engineering systems. While second-order polynomial models are most 

widely applied, they have limited capability to accurately model the actual function for a 

high number of independent parameters. Hence, higher-order polynomial models can be 

used to model more complicated functions. However, if the number of design sites, 𝑛, is 

large a higher order polynomial regression tends to oscillate between the input points. 

The undesirable oscillations are avoided by using other metamodels such as splines [22]. 

2.2.2 Splines 

The splines method was introduced by Schoenberg and is widely used. In fact, 

this metamodeling technique laid the foundation for modern computer-aided design. 

For a one-dimensional design space, the spline method uses 𝑛 low-degree (e.g. 

cubic) polynomials between adjacent input points. If the design space is defined as 

𝑎 = 𝑥଴ < 𝑥ଵ < ⋯ < 𝑥௡ = 𝑏, (2.20) 

we can define a low-degree polynomial 𝑞଴(𝑥) from 𝑥଴ to 𝑥ଵ, then 𝑞ଵ(𝑥) from 𝑥ଵ to 𝑥ଶ,  

and so on.  The spline metamodel function 𝑔(𝑥) is obtained by fitting the 𝑞 polynomials 

together into a single continuous curve [22]. The spline metamodel is also known as 

piecewise polynomial interpolation. In practice, it is recommended to use a cubic spline 

since it provides a continuous function as well as continuous first and second derivatives 

[23-26].  
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Spline interpolation can be used for multi-dimensional design space using a tensor 

product. However, the computational cost increases exponentially with the number of 

coefficients to be estimated. The Multivariate Adaptive Regressions Spline (MARS) was 

proposed by Friedman [27], in which the number of basis functions and the knot 

locations are determined adaptively using the data. 

2.2.3 Radial Basis Functions (RBF) 

The radial basis functions approach is common and can be used for a multi-

dimensional space [28]. The RBFs are constructed using a linear combination of the basis 

functions as  

𝑦෤(𝒙) = 𝜇 + ෍ 𝛽௝𝑓௝(ฮ𝒙 − 𝒙௝ฮ)

௡

௝ୀଵ

, (2.21) 

where 𝜇 is the mean of 𝑦. The matrix form of the above mathematical expression is 

𝒚෥ = 𝜇 + 𝑭𝜷, (2.22) 

where 𝑭 is the vector of square (radial) functions. The basis functions 𝑭 depend on the 

distance between an untried point 𝑥 and the training points 𝑥௝, 𝑗 = {1, 2, … , 𝑛}. The 𝑥௝ are 

called the RBF centers. The vector coefficient 𝜷 can be calculated using a least squares 

estimation. Table 2.1, shows some of the commonly used basis functions. 

Some researchers have proposed modifications of the exact interpolation for 

smoothing purposes. Moody [29] and Bishop [30] proposed that the number of basis 

functions can be different from the number of data points. Also, the center of each basis 

function can be different from the sample points.  

Gaussian radial basis functions is a popular form of RBF models [31]. The 

parameter 𝜃௝  in Gaussian RBFs is the reciprocal of the variance in a normal distribution. 
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Thus, it can be interpreted as the width of a Gaussian kernel. The mathematical form of 

Gaussian RBF is similar to a Kriging model [3]. 

2.2.4 Kriging 

Kriging is a well-established non-parametric metamodel. It is very popular 

because of its acceptable accuracy for many applications and its ability to provide a 

prediction confidence range.  The Kriging technique was first proposed by a South 

African geologist, D.G. Krige, in his master thesis [32] for analyzing mining data. This 

method has become popular in modeling computer experiments. Researchers such as 

Sacks and Cressie [33-34] extended the Kriging to deterministic computer experiments 

and Currin [35] developed a Bayesian interpolation for the Kriging methods which is 

used extensively in engineering problems. 

Assume that 𝑿௜, 𝑖 =  1,· · ·, 𝑛 are design points over an 𝑠-dimensional domain T, 

and 𝑦௜ = 𝑦(𝑿௜) is the associated output to 𝑿௜. The Gaussian Kriging model consists of a 

polynomial model (regression model) and a stochastic process and is defined as 

𝑦(𝑿) = ෍ 𝛽௝𝑓௝(𝑿)

௅

௝ୀ଴ᇣᇧᇧᇤᇧᇧᇥ
஺

+ 𝑧(𝑿)ถ
஻

, (2.23) 

where part A represents the polynomial model and part B is a random error which is a 

Gaussian process with zero mean, 𝐸[𝑋]=0, variance, 𝜎ଶ, and correlation function 

𝑟൫𝜽; 𝑿௜ , 𝑿௝൯, i.e. 

𝑧(𝑿) = 𝜎ଶ𝑟൫𝜽; 𝑿௜ , 𝑿௝൯. (2.24) 

The correlation function 𝑟൫𝜽; 𝑿௜ , 𝑿௝൯ in Equation (2.25) is a pre-specified positive 

definite bivariate function of 𝑧(𝑿௜) and 𝑧(𝑿௝) 
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𝑟൫𝜽; 𝑿௜ , 𝑿௝൯ = 𝐶𝑜𝑟𝑟 ቀ𝑧(𝑿௜), 𝑧൫𝑿௝൯ቁ (2.25) 

and can be expressed as 

𝑟൫𝜽; 𝑿௜ , 𝑿௝൯ ≡ 𝑟(𝜽, 𝑑) ≡ ෑ 𝑟௞(𝜃௞ , 𝑑௞)

௦

௞ୀଵ

 (2.26) 

where 𝑟௞ is the correlation function defined in terms of the unknown correlation 

parameter, 𝜽 = {𝜃ଵ, … , 𝜃௞}, and the distance 𝑑௞ between the 𝑘th components of the two 

data points 𝑿௜ and 𝑿௝  (𝑑௞ = ൫𝑿௜ − 𝑿௝൯
௞

), and 𝑠 is the number of input variables. For 

instance, the following function 

𝑟(𝜃, 𝑑௞) = exp ቐ− ෍ 𝜃௞𝑑௞
ଶ

௦

௜,௝ୀଵ

ቑ (2.27) 

is the Gaussian correlation function. 

The model of Equation (2.23) is referred to as the universal Kriging model. In the 

literature, the model 

𝑦(𝑿) = 𝜇 + 𝑧(𝑿) (2.28) 

is referred to as the ordinary Kriging model, which is the most commonly used Kriging 

model in practice. The parameter 𝜇 is the average response of the output training points. 

2.2.4.1 Prediction using Kriging 

The Kriging prediction uses the best linear unbiased predictor theorem. A 

predictor 𝑔(𝒙) of 𝑓(𝒙) or 𝑦෤(𝒙) of 𝑦(𝒙) is expected to have the following properties: 

 A predictor 𝑦෤଴ of 𝑦଴ ≡ 𝑦൫𝑥(଴)൯ is a linear predictor if it is of the following form 

𝑦෤଴ = ෍ 𝑐଴௜(𝑿)𝑦௜

௡

௜ୀଵ
= 𝒄𝟎

𝑻𝒚 (2.29) 
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 It is also important to obtain predictors that are almost equal the quantity of 

interest everywhere on the design space. This property is expressed 

mathematically by requiring the predictor 𝒚෥ to be unbiased. A predictor 𝒚෥ is 

unbiased if 

𝐸[𝒚෥଴ − 𝒚଴ ] = 0. (2.30) 

 A criterion is necessary for the comparison of the quality of competing 

predictors. A predictor 𝒚෥ is called Best Linear Unbiased Predictor (BLUP) if it has 

the minimal Mean Squared Error (MSE) among all linear unbiased predictors. 

𝑀𝑆𝐸 = arg 𝑚𝑖𝑛 𝐸[(𝒚෥଴ − 𝒚଴)ଶ] (2.31) 

The expectations in Equations (2.30) and (2.31) are taken with respect to the 

assumed joint Gaussian distribution of ቀ௬బ
𝒚

ቁ. 

The problem of identifying the best predictor consists of finding the optimal 

weight vector 𝑐௜(𝒙) that satisfies the above three criteria; i.e.  

𝑐଴ ≡ arg min 𝐸[(𝒄𝟎
𝑻𝒚 − 𝑦଴)ଶ ] 

s.t. 𝐸[𝒄𝟎
𝑻𝒚 − 𝑦଴ ] = 0 

(2.32) 

The random error between 𝒚଴ and its linear prediction can be shown by replacing 

𝒚 and 𝒚଴ by their assumed expressions from Equation (2.23) 

𝑦෤଴ − 𝑦଴ = 𝒄𝟎
𝑻𝒚 − 𝑦଴ 

= 𝒄𝟎
𝑻(𝑭𝜷 + 𝒁) − ൫𝑓଴

்𝜷 + 𝑍଴൯ 

= 𝒄𝟎
𝑻𝒁 − 𝑍଴ + (𝒄𝟎

𝑻𝑭 − 𝑓଴
்)𝜷. 

(2.33) 

The unbiased property requires that  
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𝐸[𝑦෤଴ − 𝑦଴ ] = 𝐸ൣ𝒄𝟎
𝑻𝒁 − 𝑍଴ + (𝒄𝟎

𝑻𝑭 − 𝑓଴
்)𝜷൧ 

= 𝐸[𝒄𝟎
𝑻𝒁 − 𝑍଴] + ൫𝒄𝟎

𝑻𝑭 − 𝑓଴
்൯𝜷 = 0 

(2.34) 

The first expected term in Equation (2.34) is zero due to the zero-mean 

assumption for the Gaussian process 𝑧 

𝐸[𝒄𝟎
𝑻𝒁 − 𝑍଴] ≡ 0, (2.35) 

Therefore, the non-biased constraint reduces to 

𝒄𝟎
𝑻𝑭 + 𝑓଴

் = 0. (2.36) 

By combining Equations (2.32) and (2.36), the MSE prediction is obtained as 

𝐸[(𝑦෤଴ − 𝑦଴)ଶ] = 𝐸[(𝒄𝟎
𝑻𝒁 − 𝑍଴)ଶ] 

= 𝐸ൣ𝒄𝟎
𝑻𝒁𝒁𝑻𝒄𝟎 + 𝑍଴

ଶ − 2𝒄𝟎
𝑻𝒁𝑍଴൧ 

= 𝒄𝟎
𝑻𝐸[𝒁𝒁𝑻]𝒄𝟎 + 𝐸ൣ𝑍଴

ଶ൧ − 2𝒄𝟎
𝑻𝐸[𝒁𝑍଴]. 

(2.37) 

Note that 𝐸[𝒁𝒁𝑻] = 𝜎ଶ𝑹, 𝐸ൣ𝑍଴
ଶ൧ = 𝜎ଶ and 𝐸[𝒁𝑍଴] = 𝜎ଶ𝒓଴. Therefore, the MSE 

prediction can be written as: 

𝐸[(𝑦෤଴ − 𝑦଴)ଶ] = 𝒄𝟎
𝑻𝜎ଶ𝑹𝒄𝟎 + 𝜎ଶ − 2𝒄𝟎

𝑻𝜎ଶ𝒓଴ 

= 𝜎ଶ(1 + 𝒄𝟎
𝑻(𝑹𝒄𝟎 − 2𝒓଴)). 

(2.38) 

The Best Linear Unbiased Prediction (BLUP) of 𝑦෤଴ is the solution of an equality 

constrained optimization problem stated by Equation (2.32). In order to solve this 

optimization problem a vector of Lagrange multipliers 𝝀଴ ≡ 𝝀(𝒙(଴)) is introduced. The 

Lagrangian function is applied to the equality constraint in (2.24) during the 

minimization of MSE in (2.26) and can be written as  

𝐿(𝒄଴, 𝝀଴) = 𝜎ଶቀ1 + 𝒄𝟎
𝑻(𝑹𝒄𝟎 − 2𝒓଴)ቁ + 𝝀଴(𝒄𝟎

𝑻𝑭 − 𝑓଴
்). (2.39) 

The gradient of Equation (2.39) with respect to 𝒄଴ and 𝝀଴ is 
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ቊ
𝛁𝒄𝟎

𝐿 = 2𝜎ଶ(𝑹𝒄𝟎 − 𝒓଴) + 𝝀଴𝑭 = 0

𝛁𝝀బ
𝐿 = (𝑭𝑻𝒄𝟎 − 𝑓଴) = 0.

 (2.40) 

The above equations form a linear system and can be written as 

ቂ
𝑹 𝑭
𝑭𝑻 0

ቃ ൤
𝒄𝟎

𝝀෨଴
൨ = ൤

𝒓଴

𝑓଴
൨  𝑤𝑖𝑡ℎ 𝝀෨଴ =

𝝀𝟎

2𝜎ଶ
. (2.41) 

By solving the system of equation above, the following 𝝀෨଴ and 𝒄𝟎 are obtained 

𝝀෨଴ 

𝒄𝟎 

= (𝑭𝑻𝑹ି𝟏𝑭)ିଵ(𝑭𝑻𝑹ି𝟏𝒓଴ − 𝑓଴) 

= 𝑹ି𝟏 ቀ𝒓଴ − 𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ(𝑭𝑻𝑹ି𝟏𝒓଴ − 𝑓଴)ቁ 

= 𝑹ି𝟏൫𝒓଴ − 𝑭𝝀෨଴൯. 

(2.42) 

The expression for the mean of 𝑦෤଴ is obtained by replacing the 𝒄𝟎 from Equation 

(2.42) in Equation (2.29) as follows 

𝑦଴෦(𝒙) = 𝒄𝟎
𝑻 𝒚 

(2.43) 

= (𝒓଴ − 𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ(𝑭𝑻𝑹ି𝟏𝒓଴ − 𝑓଴))𝑹ି𝟏 𝒚 

= 𝒓଴
்𝑹ି𝟏 𝒚 − [(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝑭𝑻𝑹ି𝟏𝒓଴ + (𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝑓଴]𝑻𝑭𝑻𝑹ି𝟏 𝒚 

= 𝑓଴
𝑻 (𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝑭𝑻𝑹ି𝟏 𝒚ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ

𝜷෩

+ 𝒓଴
்𝑹ି𝟏(𝒚 − 𝑭 (𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝑭𝑻𝑹ି𝟏𝒚ᇣᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇥ

𝜷෩

) 

= 𝑓଴
𝑻𝜷෩ + 𝒓଴

்𝑹ି𝟏(𝒚 − 𝑭𝜷෩) 

Note that 𝑹 is symmetric. Similarly, the expression for predicted 𝑀𝑆𝐸 (variance) 

is obtained by introducing 𝒖଴ ≡ 𝑭𝑻𝑹ି𝟏𝒓଴ − 𝑓଴ in Equation (2.38) 

𝑀𝑆𝐸 = 𝜎ଶ(1 + 𝒄𝟎
𝑻(𝑹𝒄𝟎 − 2𝒓଴)) 

(2.44) = 𝜎ଶ[1 + (𝒓଴ − 𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴)்𝑹ି𝟏((𝒓଴ − 𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴)

− 2𝒓଴)] 
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= 𝜎ଶ[1 + (𝒓଴ − 𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴)்𝑹ି𝟏(𝒓଴ − 𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴)ᇣᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇧᇥ

"(a-b)TK(a+b)=aTKa-bTKb" ௦௜௡௖௘ ௄ ௜௦ ௦௬௠௠௘௧௥௜௖

] 

= 𝜎ଶ[1 − (𝒓଴
்𝑹ି𝟏𝒓଴ − (𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴)்𝑹ି𝟏𝑭(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴] 

= 𝜎ଶ[1 − 𝒓଴
்𝑹ି𝟏𝒓଴ + 𝒖଴

் (𝑭𝑻𝑹ି𝟏𝑭)ିଵ(𝑭𝑻𝑹ି𝟏𝑭)ᇣᇧᇧᇧᇧᇧᇧᇤᇧᇧᇧᇧᇧᇧᇥ
୍

(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴] 

= 𝜎ଶ[1 − 𝒓଴
்𝑹ି𝟏𝒓଴ + 𝒖଴

்(𝑭𝑻𝑹ି𝟏𝑭)ିଵ𝒖଴]. 

2.2.4.2 Estimation of Unknown Parameters 

The unknown parameters 𝜷 and 𝜎ଶ in Equations (2.43) and (2.44) are obtained 

using the Maximum Likelihood Estimation (MLE) approach. MLE also estimates the 

parameters 𝜽 of the probability density of 𝑦 which is Gaussian. In MLE, the following 

likelihood function is maximized 

𝐿(𝒚|𝜷, 𝜎ଶ, 𝜽) = (2𝜋𝜎ଶ)ି
௡
ଶ|𝑹(𝜽)|ି

ଵ
ଶ exp ൜−

1

2𝜎ଶ
(𝒚 − 𝑭𝜷)்𝑹(𝜽)ିଵ(𝒚 − 𝑭𝜷)ൠ. (2.45) 

This is equivalent to minimizing its opposite natural logarithm. Equation (2.46) 

expresses the log-likelihood of 𝐿(𝒚|𝜷, 𝜎ଶ, 𝜽) 

−𝑙𝑜𝑔𝐿(𝒚|𝜷, 𝜎ଶ, 𝜽)

=
𝑛

2
log(𝜎ଶ) +

1

2
log|𝑹(𝜽)| +

1

2𝜎ଶ
(𝒚 − 𝑭𝜷)ᇱ𝑹(𝜽)ି𝟏(𝒚 − 𝑭𝜷). 

(2.46) 

The maximum likelihood estimation problem can be expressed as: 

൫𝜷෩(𝜽), 𝜎ଶ෪(𝜽)൯ = 𝑎𝑟𝑔 min
(𝜷෩,ఙమ෪ )

− 𝑙𝑜𝑔𝐿(𝒚|𝜷, 𝜎ଶ,𝜽). (2.47) 

Solving Equation (2.47) with respect to 𝜷(𝜽) 𝑎𝑛𝑑 𝜎ଶ(𝜽) eventually leads to the so-called 

generalized least squares estimate of the vector of 𝛽෨ and 𝜎ଶ෪ . The gradient of Equation 

(2.45) with respect to 𝛽 for a given 𝜽 is 
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 ∇ఉ 𝐿(𝒚|𝜷, 𝜎ଶ, 𝜽) = 0 

1

𝜎ଶ
(𝑭𝑻𝑹(𝜽)ିଵ𝒚 − 𝑭𝑻𝑹(𝜽)ି𝟏𝑭𝜷) = 0 

(2.48) 

which leads to the following least squares estimate of 𝛽መ௠௟௘ 

𝛽෨௠௟௘(𝜽) = (𝑭்𝑹(𝜽)ିଵ𝑭)ିଵ𝑭்𝑹(𝜽)ିଵ𝑦. (2.49) 

Similar to 𝛽መ௠௟௘, the maximum likelihood estimator for 𝜎ଶ෪ can be obtained by 

taking the derivative of the log-likelihood with respect to 𝜎ଶ  

 𝜕𝐿(𝒚|𝜷, 𝜎ଶ, 𝜽)

𝜕𝜎ଶ
= 0 

−
𝑛

2

1

𝜎ଶ
+

1

2𝜎ସ
(𝒚 − 𝑭𝜷)𝑻𝑹(𝜽)ି𝟏(𝒚 − 𝑭𝜷) = 0 

𝜎ଶ෪(𝜽) = 𝑛ିଵ൫𝒚 − 𝑭𝜷෩൯
𝑻

𝑹(𝜽)ି𝟏൫𝒚 − 𝑭𝜷෩൯ 

(2.50) 

Note that the parameters 𝛽෨ and 𝜎ଶ෪ depend on 𝜽. Plugging the two solutions of 

Equations (2.49) and (2.50) into Equation (2.46) provides a new expression that depends 

only on 𝜽 

−𝑙𝑜𝑔𝐿(𝒚|𝜷, 𝜎ଶ, 𝜽) =
𝑛

2
+

𝑛

2
log(2𝜋) +

𝑛

2
log ቀ𝜎ଶ෪(𝜽)ቁ +

1

2
log|𝑹(𝜽)| 

(2.51) 
 =

𝑛

2
log(𝜓(𝜽)) +

𝑛

2
(log(2𝜋) + 1) 

where the following reduced likelihood function is used 

𝜓(𝜽) = 𝜎ଶ෪(𝜽)|𝑹(𝜽)|ଵ/௡. (2.52) 

The maximum likelihood estimate of 𝜽 is obtained by the following global 

minimizer 

𝜽෡ = arg min
ఏ

𝜓(𝜽). (2.53) 
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The global optimization problem in Equation (2.53) is solved by numerical global 

optimization techniques. In this research, the DACE MATLAB toolbox is employed [36]. 

It uses the BOXIMIN algorithm to solve the optimization problem of Equation (2.53). 

2.2.5 Time-dependent Metamodeling using SVD 

Metamodels can also be used to predict time-dependent functions using Kriging 

and Singular Value Decomposition (SVD).  

SVD is a matrix decomposition method which allows the representation of a time-

dependent function as a linear combination of time-dependent basis functions. The latter 

are obtained by an eigenvalue decomposition of a set of discretized time-dependent 

sample functions. SVD can be combined with Kriging to obtain a time-dependent 

metamodeling technique. In that, Kriging provides an interpolation between a set of 

scalar designs and the coefficients of the linear combination in SVD.  

Figure 2.3 shows an example of an SVD-Kriging parametric time-dependent 

metamodeling for a case involving a two-dimensional design d. Each design site results 

in a time-dependent function. An SVD-Kriging time-dependent metamodel is trained 

using a set of designs (green dots) and then it is used to obtain the time-dependent 

function corresponding to a design (red dot) which is not included in the training set. 

We assume that the time-dependent function can be characterized (spanned) by m 

time-dependent sample functions in the time interval 𝑡 ∈ [𝑡௠௜௡ , 𝑡௠௔௫]. The latter is 

discretized using a uniform grid of n discrete time instances. Each sample function 

depends on the parameter vector 𝑫 = [𝑑ଵ, 𝑑ଶ, … , 𝑑௅]; i.e. the function is defined if the 

vector 𝑫 is known. The m available sample functions correspond to 𝑚 designs sites. The 

discretized 𝑚 sample functions form a 𝑚 × 𝑛 response matrix [𝑋] as  
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[𝑋] = ൥

𝑥(𝐷ଵ, 𝑡ଵ) ⋯ 𝑥(𝐷ଵ, 𝑡௡)
⋮ ⋱ ⋮

𝑥(𝐷௠, 𝑡ଵ) ⋯ 𝑥(𝐷௠, 𝑡௡)
൩. (2.54) 

Each row of [𝑋] represents a discretized time function corresponding to a design 

𝑫. Each column corresponds to a particular discrete time. Using SVD, we can decompose 

the response matrix [𝑋] as  

 
[𝑋] = [𝑈][𝑆][𝑉]், (2.55) 

where [𝑈] is a column-orthogonal 𝑚 × 𝑚  matrix in which each column is a left 

eigenvector of [𝑋], [𝑉] is an orthogonal 𝑛 × 𝑚 matrix of the right eigenvectors of [𝑋] 

and [𝑆] is a diagonal 𝑚 × 𝑚  matrix of the singular values of [𝑋] in decreasing order. 

Equations (2.56) to (2.58) show an expanded form of [𝑈], [𝑆], and [𝑉] 

 
[𝑈] = ൥

𝑢ଵଵ ⋯ 𝑢ଵ௠

⋮ ⋱ ⋮
𝑢௠ଵ ⋯ 𝑢௠௠

൩, (2.56) 

 
[𝑆] = ൥

𝑠ଵଵ ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝑠௠௠

൩, (2.57) 

 
[𝑉] = ൥

𝑣ଵଵ ⋯ 𝑣ଵ௠

⋮ ⋱ ⋮
𝑣௡ଵ ⋯ 𝑣௡௠

൩. (2.58) 

Note that we can retain only the k dominant singular values in Equation (2.57) 

and truncate the non-dominant singular values to zero. This improves efficiency, and 

more importantly reduces the dimensionality of the problem. 

To obtain a set of basis functions in SVD which span any time-dependent 

function of parameters D, the space D is space-filled with m design sites using a DOE 

algorithm. The matrix [𝑋] is then constructed by discretizing the time functions 

corresponding to the m designs according to Equation (2.56). 
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In parametric time-dependent metamodeling (Figure 2.3), the time-dependent 

response for a design 𝐷௣ which is not included in the m designs used for training, can be 

obtained by interpolating each mode (column) of matrix [𝑈]. The vector {𝑢௣} is the 

interpolated row of matrix [𝑈] which corresponds to the design 𝐷௣. Kriging is used to 

obtain {𝑢௣} with high accuracy. The time-dependent response is then obtained as  

 ൛𝑥௣ൟ = ൛𝑢௣ൟ[𝑆][𝑉]், (2.59) 

where ൛𝑥௣ൟ is the row vector of the discretized time-dependent function corresponding to 

the design point 𝐷௣. The latter can be viewed as an interpolated row of the response 

matrix [𝑋] corresponding to an interpolated row {𝑢௣} of matrix [𝑈]. 

In inverse parametric time-dependent metamodeling, the time-dependent response 

൛𝑥௣ൟ is known, and the design 𝑫 is of interest. In this case, the interpolated row {𝑢௣} 

corresponding to ൛𝑥௣ൟ is first calculated as  

 {𝑢௣} = {𝑥௣}[𝑉][𝑆]ିଵ (2.60) 

and then used as input to Kriging to interpolate the unknown design point. Figure 2.4 

shows schematically the inverse parametric time-dependent metamodeling. 

2.2.6 Time-dependent Metamodeling using NARX-net 

Time-dependent metamodels can also be constructed using a combination of 

Neural Networks (NN) and Nonlinear Autoregressive models with Exogenous inputs 

(NARX), called NARX-net. In the following sections, we provide an introduction to 

neural networks and NARX. We also demonstrate the efficiency of NARX-net in 

developing time-dependent metamodels. 
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Neural Networks (or deep learning) is a machine learning approach enabling the 

creation of Artificial Intelligence (AI) systems using raw data [37]. Neural networks are 

composed of neurons connected to each other in multiple layers [38-41]. Among all 

layers there is an input layer, an output layer and potentially multiple hidden layers.  

The earliest NNs were introduced in 1940s for cybernetics applications. During 

this time different linear models were developed which were motivated by neuroscience. 

McCulloch-Pitts neuron model [42] was the earliest linear model of the brain. Other well-

known linear models were the perceptron [43] and the Adaptive Linear Element 

(ADALINE) [44] which were able to predict outputs given inputs by learning a set of 

weights.  However, linear models have many limitations. For example, they cannot 

predict complex nonlinear problems accurately. Also, they cannot learn the Exclusive OR 

function, known as XOR function [55]. 

The next generation of NNs started in the 1980s with the “connectionist” 

approach. The general idea of this approach is that many simple computational units can 

result in intelligent behavior when connected together. Major accomplishments achieved 

during this period. The method of backpropagation [46] was introduced to train single or 

multi-hidden layer neural networks. Also, modeling sequences was another significant 

achievement during this period. Long short-term memory (LSTM) [47] network was 

developed to resolve some fundamental mathematical difficulties in modeling long 

sequences. Now, this method is widely used to predict dynamic profiles in different areas 

such as engineering and economy. However, in the connectionist period, the developed 

algorithms were very complex resulting in a computationally expensive analysis when a 

sizable amount of data is used. 
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The currently used term, neural network (deep learning) started about 2006 due to 

the need to analyze larger amounts of data using powerful computers and different 

techniques to train networks. Hilton [48] developed a neural network called a deep belief 

network which was able to be trained efficiently using a method called greedy layer-wise 

pretraining. His coworkers [49,50] helped to generalize this method using various test 

examples. With their findings, now researchers are able to train deeper neural network for 

much complex problems using powerful computers. Currently, different forms of neural 

networks are used for many applications. As an example, reinforcement learning is an 

extension of NNs which is widely used in engineering controls applications such as 

robotics and autonomy in the automotive industry [51, 52]. 

NNs, similar to other metamodeling techniques, optimize a compositional 

function 

argmin
஺ೕ

(𝑓ெ൫𝐴ெ , … , 𝑓ଶ൫𝐴ଶ, 𝑓ଵ(𝐴ଵ, 𝑥)൯ … ൯ + 𝜆௚(𝐴௝)) (2.61) 

using stochastic gradient descent and back propagation algorithms. Each matrix 𝐴௞ 

denotes the weights connecting the neural network from the 𝑘th to (𝑘 + 1)th layer. This 

system of equations can be highly undetermined and is regularized by 𝑔(𝐴௝). The 

composition and regularization of Equation (2.61) is critical to generate expressive 

representations of the data and to prevent overfitting. In the following sub-sections, we 

will discuss one-layer and multi-layer NNs and how they are trained. 

2.2.6.1 One-Layer Neural Networks 

In order to demonstrate one-layer NN, we will use the “dogs and cats” example. 

The output y where 
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𝒚 = {𝑑𝑜𝑔, 𝑐𝑎𝑡} = {+1, −1} (2.62) 

labels each data vector with an output 𝒚𝜖{±1}. In this case, the output layer is a single 

node. The goal is to determine a mapping so that each data vector 𝒙௝ is labeled correctly 

by 𝒚௝ . 

Figure 2.5 shows a single layer network for binary classification between dogs 

and cats. The output layer is a realization with 𝒚𝜖{±1}. A linear mapping between the 

input image space and the output layer can be constructed for training data by solving 

𝑨 =  𝒀𝑿் . 

The easiest mapping is a linear mapping between the input images 𝒙௝𝜖ℝ௡ and the 

output layer. This gives a linear system 𝑨𝑿 =  𝒀 of the form 

𝑨𝑿 =  𝒀 → [𝑎ଵ 𝑎ଶ … 𝑎௡] ൭
⋮

𝑥ଵ

⋮
   

⋮
𝑥ଶ

⋮
  ⋯  

⋮
𝑥௣

⋮

൱ = [+1  + 1 … − 1  − 1] (2.63) 

where each column of the matrix 𝑿 is a dog or cat image and the columns of 𝒀 are its 

corresponding labels. Note that 𝑨 and 𝒀 are vectors, since the output layer is a single 

node. Therefore, our goal is to determine the matrix (vector) 𝑨 with components 𝑎௝ . The 

simplest solution is to take the pseudo-inverse of the data matrix 𝑿 

𝑨 =  𝒀𝑿் . (2.64) 

Therefore, we can use either a least square estimation or LASSO methods to solve the 

system of Equations (2.64). This example was coded in MATLAB [53] to show the dogs 

and cats classification performance of single NNs using least square estimation and 

LASSO. The results showed that both methods’ performance was poor in terms of 

classifying dog and cat images. 
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2.2.6.2 Multi-Layer Networks and Activation Functions 

In general, the following non-linear transformations can be used from input to 

output 

𝑦 =  𝑓(𝑨, 𝑥) (2.65) 

where 𝑓(. ) is a predefined activation function (transfer function) which is either 

differentiable or piecewise differentiable. The most commonly used activation function is 

currently the 𝑅𝑒𝐿𝑈, which we denote by 𝑓(𝑥)  =  𝑅𝑒𝐿𝑈(𝑥). Some standard activation 

functions are shown in Table 2.2. 

With a nonlinear activation function 𝑓(𝑥), or if there are multiple layers, standard 

linear optimization routines such as the pseudo-inverse and LASSO can no longer be 

used [53]. Instead, stochastic gradient descent and backpropagation techniques can be 

used to train the NNs; i.e. determine the value of weights in each matrix 𝐴௞ of Equation 

(2.64).  

The prediction performance of the dogs and cats classification example using a 

hyperbolic tangent (nonlinear) transfer function improved with an acceptable accuracy of 

85%. 

2.2.6.3 The Backpropagation Algorithm 

In order to train a NN we need to determine the weights which can be calculated 

using optimization methods such as gradient decent or stochastic gradient decent for 

higher efficiency in more complex optimization problems [54].  

The backpropagation algorithm is used to calculate the gradient used in gradient-

based optimization problem to determine the weights of the network. It is based on the 

simple mathematical principle of the chain rule for differentiation. Figure 2.6 illustrates 
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the backpropagation algorithm for a one-node, one hidden layer network. This is a simple 

example to understand the backpropagation algorithm. 

Given the functions 𝑓(. ) and 𝑔(. ) with weighting constants 𝑎 and 𝑏 (see Figure 

2.6) the output error, 𝐸, between the predicted output y which depends on the functions 

𝑓(. ) and 𝑔(. ) and the weights 𝑎 and 𝑏, and the target output 𝑦଴ produced by the network 

can be computed as 

𝐸 =
ଵ

ଶ
(𝑦଴ − 𝑦)ଶ. (2.66) 

The objective is to find 𝑎 and 𝑏 to minimize the error, 𝐸. Hence, the minimization 

requires 

𝜕𝐸

𝜕𝑎
= −(𝑦଴ − 𝑦)

𝑑𝑦

𝑑𝑧

𝑑𝑧

𝑑𝑎
= 0. (2.67) 

It is important to note that the compositional nature of the network along with the 

chain rule forces the optimization to backpropagate the error through the network. For 

instance, the terms 
ௗ௬

ௗ௭

ௗ௭

ௗ௔
  show how this backpropagation occurs. The chain rule can be 

computed using 𝑓(. ) and 𝑔(. ). Backpropagation results in an iterative, gradient descent 

update rule as shown below 

𝑎௞ାଵ = 𝑎௞ + 𝛿
𝜕𝐸

𝜕𝑎௞
 

𝑏௞ାଵ = 𝑏௞ + 𝛿
𝜕𝐸

𝜕𝑏௞
 

(2.68) 

where 𝛿 is the so-called learning rate and 
డா

డ௔
 along with 

డா

డ௕
  in Equation (2.68) can be 

explicitly computed using Equation (2.67). The sequential iteration algorithm is executed 
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to convergence. Below, we summarize the process of training a NN using the 

backpropagation algorithm: 

 A NN is constructed with a labeled training set.  

 A set of random initial weights are generated. It is important to know that we 

must not initialize the weights to zero. If the initial weights are equal to zero, after 

each update, the calculated weights of each neuron will be identical, since the 

gradients will be identical. Furthermore, NNs might stuck at local optima where the 

gradient is zero. To have a better chance to obtain the global minimum, random 

weight initialization is commonly used.  

 The network produces an output 𝑦 using training data set. Then, the derivatives 

with respect to each network weight is computed using backprop formulas (Equation 

(2.67)).  

 The network weights are updated as in Equation (2.68) for a given learning rate 𝛿.  

 We return to step (3) and continue iterating until a maximum number of iterations 

is reached or convergence is achieved. 

The backpropagation procedure can also be applied to a deeper net. Consider a 

network with 𝑀 hidden layers labeled 𝑧ଵ to 𝑧௠ with the first connection weight a 

between 𝑥 and 𝑧ଵ. The generalization of Figure 2.6 and Equation (2.67) is given by 

𝜕𝐸

𝜕𝑎
= −(𝑦଴ − 𝑦)

𝑑𝑦

𝑑𝑧௠

𝑑𝑧௠

𝑑𝑧௠ିଵ
…

𝑑𝑧ଶ

𝑑𝑧ଵ

𝑑𝑧ଵ

𝑑𝑎
. (2.69) 

A full generalization of backpropagation method including multiple layers and multiple 

nodes per layer is illustrated in Figure 2.7. The objective is to determine the matrix 

elements (weights) of each matrix 𝐴௝ . 
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Denoting all the weights to be updated by the vector 𝒘, where 𝒘 contains all the 

elements of the matrices 𝐴௝  illustrated in Figure 2.7, we have 

𝒘௞ାଵ = 𝒘௞ + 𝛿∇𝐸 (2.70) 

where the gradient of the error ∇𝐸, through the composition and chain rule, produces the 

backpropagation algorithm for updating the weights and reducing the error. Expressed in 

a component-by-component way 

𝒘௞ାଵ
௝

= 𝒘௞
௝

+ 𝛿
∂𝐸

𝜕𝒘௞
௝
 (2.71) 

where the equation holds for the 𝑗th component of the vector 𝒘. The term 
பா

డ𝒘
ೕ  produces 

the backpropagation through the chain rule. 

2.2.6.4 The Stochastic Gradient Descent Algorithm 

The gradient descent algorithm is used to determine the fitting coefficients, 𝜷, in a 

nonlinear regression formula with the general form of 

𝑓(𝒙) = 𝑓(𝒙, 𝜷) (2.72) 

by minimizing the error. In NNs, the parameters 𝜷 are the network weights, so we can 

reformulate Equation (2.72) as 

𝑓(𝒙) = 𝑓(𝒙, 𝑨ଵ, 𝑨ଶ, … , 𝑨ெ) (2.73) 

where the 𝑨௝ are the connectivity matrices from one layer to the next NN layer. In other 

words, among 𝑀 hidden layers 𝑨ଵ connects the first and second layers.  

As mentioned earlier, the goal of training the NN is to minimize the error between 

the network prediction and the actual data. The standard RMSE is obtained as 
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argmin
஺ೕ

  𝐸(𝑨ଵ, 𝑨ଶ, … , 𝑨ெ) = argmin
஺ೕ

෍(𝑓(𝑥௞ , 𝑨ଵ, 𝑨ଶ, … , 𝑨ெ) − 𝑦௞)ଶ

௡

௞ୀଵ

 (2.74) 

where the minimization is performed by setting the partial derivative with respect to each 

matrix component to zero. In other words, we require 
பா

డ(௔೔ೕ )
= 0 where (𝑎௜௝ )௞ is the 𝑖th 

row and 𝑗th column of the 𝑘th matrix (𝒌 = 1, 2, … , 𝑀). This can be shown as the gradient 

∇𝑓(𝒙) of the function with respect to the NN parameters. Note that 𝑓(. ) is the function 

evaluated at each of the 𝑛 data points. The Newton-Raphson iteration scheme can be used 

to find the minimum using the following iterative scheme 

𝒙௝ାଵ(𝛿) = 𝒙௝ − 𝛿∇𝑓(𝒙௝) (2.75) 

where 𝛿 is a parameter determining how far a step should be taken along the gradient 

direction. In NNs, this parameter is called the learning rate. 

To perform the computation of Equation (2.74) the Stochastic Gradient Decent 

(SGD) does not estimate the gradient in Equation (2.75) using all 𝑛 data points. Instead, a 

single, randomly chosen data point, or a subset for batch gradient descent, is used to 

approximate the gradient at each step of the iteration. Thus, we can reformulate Equation 

(2.74) as 

(𝑨ଵ, 𝑨ଶ, … , 𝑨ெ) = ෍ 𝐸௞(𝑨ଵ, 𝑨ଶ, … , 𝑨ெ)

௡

௞ୀଵ

 

𝐸௞(𝑨ଵ, 𝑨ଶ, … , 𝑨ெ) = (𝑓௞(𝒙௞ , 𝑨ଵ, 𝑨ଶ, … , 𝑨ெ) − 𝒚௞)ଶ 

(2.76) 

where 𝑓௞(. ) is the fitting function for each data point, and the elements of the matrices 𝑨௝ 

are determined using the optimization process. 
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Now, the gradient descent iteration algorithm of Equation (2.75) can be 

reformulated as 

𝒘௝ାଵ(𝛿) = 𝒘௝ − 𝛿∇𝑓௞(𝒘௝) (2.77) 

where 𝒘௝ is the vector of all network weights from 𝑨௝  (𝑗 = 1,2, … , 𝑀) at the 𝑗th iteration, 

and the gradient is computed using only the 𝑘th data point and 𝑓௞(. ). Thus, only a single 

data point is randomly selected and used. At the next iteration, another randomly selected 

point is used to compute the gradient and update the solution. The algorithm may require 

multiple passes through all the data to converge, but each step is now easy to evaluate 

versus the expensive computation of the Jacobian which is required for the gradient. If 

instead of a single point, a subset of points is used, then we have the following batch 

gradient descent algorithm 

𝒘௝ାଵ(𝛿) = 𝒘௝ − 𝛿∇𝑓௄(𝒘௝) (2.78) 

where 𝐾 ∈ [𝑘ଵ, 𝑘ଶ, … , 𝑘௣] denotes the 𝑝 randomly selected data points 𝑘௝ used to 

approximate the gradient. 

2.2.6.5 Nonlinear Autoregressive Networks with Exogenous Inputs (NARX) 

NARX is a mathematical structure to predict the output of time-dependent 

problems. In recent years, many researchers have used NARX to model highly nonlinear 

systems such as heat exchangers [55], waste water treatment plants [56], time series [57]. 

Researchers have also combined conventional metamodels with NARX depending on the 

type of problems to solve. Some studies have been conducted by combining Kriging with 

NARX [58-60] and some other research works used a polynomial approximation with 

NARX [61]. But the majority of researchers have used a neural network with NARX 

[62,63].  
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Neural networks are widely used for static applications where time is constant. 

However, they can also be used to predict dynamic profiles when time varies. In static 

networks there is no feedback elements and the networks contain no delays. Hence, the 

output is calculated directly from the input. In other words, the output of the static 

networks is updated for the corresponding input. In dynamic networks on the other hand, 

the output depends not only on the current input, but also on the current or previous 

inputs and outputs. In other words, the dynamic network has memory. Hence, the 

dynamic networks are more powerful than static networks. 

The dynamic networks can be classified into two categories. The first category 

includes networks which have only feedforward connections. If the network does not 

have any feedback connections, then only a finite amount of history affects the response. 

Figure 2.8 shows an example of dynamic feedforward NNs. 

The second category includes networks which have feedback connections. These 

types of networks are called Nonlinear Autoregressive with Exogenous inputs (NARX) 

and typically they have longer response than feedforward-dynamic networks. Figure 2.9 

shows a schematic of the NARX structure. 

Equation 2.79 shows the mathematical expression of NARX model  

𝑦෤(𝑡) = 𝑓(𝑦෤(𝑡 − 1), 𝑦෤(𝑡 − 2), … , 𝑦෤൫𝑡 − 𝑛௬൯, 𝑢(𝑡 − 1), 𝑢(𝑡 − 2), … , 𝑢(𝑡 − 𝑛௨)) (2.79) 

where the next value of the dependent output signal, 𝑦෤(𝑡), is calculated based on previous 

values of the output signal and previous values of an independent (exogenous) input 

signal  𝑢(𝑡). This implementation also allows for a vector ARX model, where the input 

and output can be multidimensional. 
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The MATLAB software provides a toolbox which is designed to train a class of 

network called the Layered Digital Dynamic Network (LDDN) [64]. Any network that 

can be structured in the form of an LDDN can be trained with this toolbox. Each layer of 

LDDN is composed of set of weight matrices, tapped delay lines, basis vector, net input 

function, and transfer functions. The weight can be connected from inputs or other layers 

of the network. The net input function combines the output and the bias to produce the 

net input. The transfer function is also known as activation function.  

Note that a change in the weight has a direct effect on the output and it causes an 

immediate change. Also, since some of the inputs to the layer are functions of the weights 

the prediction is indirectly affected by any change in the weights. Thus, we need to use 

dynamic back propagation to avoid this issue. However, the error for dynamic networks 

can be more complex compared to static networks and training is more likely to be 

trapped in local minima. Therefore, it is suggested to train the network several times to 

achieve an optimal result.  

The training of a NARX model can be done in two steps. The first step creates a 

series-open loop architecture, in which the actual output is used instead of using feedback 

of the estimated output. This method results in a one-step-ahead prediction. However, the 

advantage of using this approach is that the input to feedforward network is more 

accurate and static backpropagation can be used which has less complexity and of course 

is less time consuming compared to dynamic backpropagation method. When the NARX 

model is trained it can be used in a closed loop parallel configuration which is useful for 

multi-step-ahead prediction. Figure 2.10 shows the series parallel architecture (top) and 

the closed loop parallel architecture (bottom). 
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Note that the result of NARX model can be different each time a neural network 

is trained. This is because during the training process the initial weights and bias are 

randomly selected and different divisions of the data are used for training which 

ultimately results in a different solution. Thus, different neural networks trained on the 

same problem can generate different outputs for the same input. Therefore, it is 

recommended to retrain the model to ensure that a neural network accuracy is acceptable. 

Example 1: A Magnetic Levitated System 

Here we provide an example to illustrate how a NARX neural network predicts 

the dynamic behavior of a magnetic levitated system. The example illustrates how a 

neural network combined with NARX can predict the time-dependent behavior of a 

magnetic levitated system using a control current [64].  

The control current is an external input time series while the past magnet position 

feedback time series is used as the output to the NARX to predict the future value of the 

magnet position. Due to the nonlinear behavior of this system the NARX neural network 

model is a good candidate to use. This example is conducted in the MATLAB 

environment. 

To start, we load the data and separate them into two arrays of input time series, 

𝑋, and output time series, 𝑇. Then the NARX neural network is created by defining the 

following model parameters listed in Table 2.3. The NARX model has one hidden layer 

and one output layer with twenty neurons. Also, five tap delays of the control current 

(input signal) and the magnet position (output signal) are sufficient to predict the 

system’s dynamic behavior. More hidden layers, neurons or tap delays can be used for 

more complex dynamic systems.  
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Before training the network, the five tapped delay states should be specified. 

Therefore, the first two signals of 𝑋 (input) and 𝑇 (output or feedback) are used as two 

delay signals. Note that the array of 𝑇 is used as input and target series during training the 

model. The MATLAB command preparets is used to prepare the model for training by 

separating the input and output delay states from the remaining signals, automatically. 

The model is ready for training after the preparation step is completed.  

During the training phase, the timesteps are divided into training, validation, and 

test sets. The purpose of using training set is to train and teach the behavior of this control 

system. During the training process, the code monitors the prediction performance of the 

validation set. The training process continues as the prediction of the validation set is 

improved. The training process stops if no improvement is observed. Figure 2.11 shows 

the training process. It shows the neural network structure including the input, output, 

number of layers, number of lags, and number of neurons. Also, it provides information 

about the algorithm being used to train the model and how the accuracy of the model is 

evaluated. Some useful plots become available after the model is trained which can 

provide visual information on the performance and prediction accuracy of the model.  

Figure 2.12 illustrates the performance improvement during training. The 

performance is evaluated for each of training, validation and test sets based on the mean 

square error (logarithmic scale in this case). As is shown the model stopped at epoch 264 

which is six epochs after the best validation performance (epoch 258). The provided 

default number of six validation checks, which is the convergence criterion for this 

example, can be modified for better accuracy. Figure 2.13 shows a comparison between 
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the network’s response and the actual position of the magnet. It can be seen that the 

model outputs are almost identical to the target data. The maximum MSE is about 0.09. 

So far, we have shown and discussed the prediction of the open loop NARX 

model. Now, we convert the model to a closed loop form. Figure 2.14 shows a schematic 

of the closed loop NARX. Here, the network uses only specified initial actual magnet 

positions, and then utilizes its own prediction as feedback to the loop. As is shown in 

Figure 2.15, the magnet position at each time step is not predicted accurately compared to 

open loop form. This result is expected since we are using the inputs which include the 

error associated with the model predictions. However, the model is able to predict the 

behavior of the system for most of the time steps with an acceptable error. 

Example 2: A Nonlinear Duffing Oscillator 

A single degree of freedom Duffing oscillator which is a vibratory system with a 

linear and nonlinear stiffness [65] is used to show the capability of NARX neural network 

to predict the response displacement and velocity (outputs) of the system excited by a 

Gaussian force (input) in the time domain. Figure 2.16 provides a schematic of the 

Duffing oscillator.  

The equation of motion is 

𝑚 𝑥̈(𝑡) + 𝑐 𝑥̇(𝑡) + 𝑘ଵ𝑥(𝑡) + 𝑘ଶ𝑥ଷ(𝑡) = 𝐹(𝑡) (2.80) 

where, 𝑥(𝑡) is the output displacement and 𝐹(𝑡) is the input force which is a random 

process. The mass 𝑚 is 25 Kg, the linear damping 𝑐 is 3 Kg/s, and the spring coefficients 

𝑘ଵ and 𝑘ଶ are 10ଶ and 10ସ N/m, respectively. The 𝑘ଶ𝑥ଷ(𝑡) is the nonlinear stiffness term. 

The undamped frequency of the linear system is 𝜔௡ = ඥ𝑘ଵ/𝑚 = 2 rad/s, and the 

damping factor is 𝜍 = 2𝑚𝜔௡ = 0.15. 
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The input 𝐹(𝑡) is a stationary and Gaussian random process. Sample realizations 

of the 𝐹(𝑡) process are generated using the Karhunen-Loeve Expansion (KLE) method 

based on a provided Power Spectral Density (PSD). The outputs (displacement and 

velocity) are obtained first by integrating the equation of motion (Eq. 2.68) over time 

using the 4th order Runge Kutta method. Using KLE we generated 80 input trajectories of 

the stationary, Gaussian process 𝐹(𝑡) for a period of 90s. The equation of motion was 

then integrated numerically to obtain the corresponding trajectories of the output. Figure 

2.17 shows eighty trajectories of 𝐹(𝑡). 

In this example, we first use 74 trajectories to train a NARX neural network and 

then we predict the response for the other 6 input trajectories. To construct the NARX 

neural network we used 5 lags, 2 hidden layers and 6 neurons for each hidden layer. Each 

trajectory is discretized using an increment of 0.1 seconds. The training process stops 

when the number of epochs reaches 100 to make sure the MSE is very low. 

Figures 2.18 to 2.23 compare the predicted and actual displacement and velocity 

of the Duffing oscillator system for the untried trajectories. The comparison shows that 

the predicted displacements and velocities for the 75th to 80th force trajectories are very 

accurate.  

2.3 Summary 

This chapter provided first a brief introduction to SI combustion engines. In 

addition, it provided a review of different metamodeling techniques including 

conventional (time-independent) and time-dependent metamodels. The popular Kriging 

stochastic metamodeling technique was discussed in detail. Finally, neural networks and 

the NARX network approach were reviewed. The former can be used to predict the 
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output of time-independent problems while the latter is used to predict the output of time-

dependent problems. A magnetic levitation example was also presented to show how a 

NARX neural network can be constructed and trained to predict the time-dependent 

magnet position corresponding to a given control signal. In addition, a Duffing oscillator 

example was presented reinforcing the very good predictive capabilities of a NARX 

neural network. 

 

 

Table 2.1: Common basis functions 

Basis function names Basis functions 

Linear ฮ𝑥 − 𝑥௝ฮ 

Cubic ฮ𝑥 − 𝑥௝ฮ
ଷ
 

Thin-plate spline ฮ𝑥 − 𝑥௝ฮ
ଶ

∗ logฮ𝑥 − 𝑥௝ฮ 

Gaussian exp (−𝜃௝ฮ𝑥 − 𝑥௝ฮ
ଶ

) 
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Table 2.2: Activation functions 

Activation functions Name of the functions 

𝑓(𝑥) = 𝑥 -Linear 

𝑓(𝑥) = ቄ
0      𝑥 ≤ 0
1      𝑥 > 0

 -Binary step 

𝑓(𝑥) =
1

1 + exp (−𝑥)
 -Logistic (soft step) 

𝑓(𝑥) = tanh(𝑥) -TanH 

𝑓(𝑥) = ቄ
0      𝑥 ≤ 0
𝑥      𝑥 > 0

 -Rectified linear unit (ReLU). 

 

 

 

Table 2.3: Characteristics of NARX neural network 

Number of hidden layers Number of neurons Tap delays 

1 20 5 
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Figure 2.1: Schematics of p-V diagram and engine cylinder 
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Figure 2.2: Example of a fuel map for a natural aspirated gasoline engine 
[1] 
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Figure 2.3: Illustration of parametric time-dependent metamodeling 

  

 

 

 

 

Figure 2.4: Illustration of inverse parametric time-dependent metamodeling 
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Figure 2.5: Single layer network for binary classification between dogs and 
cats 
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Figure 2.7: Generalized NNs structure with multiple layers and nodes [53] 

Figure 2.6: One-node, one-hidden layer network [53] 



50 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Transfer fnc. Weight vector Number of delay 
signals 

Figure 2.8: Example of a feedforward liner transfer function network with a 
tapped delay line on input 

Linear activation fnc. 
Weight vectors Number of delay signals 

Nonlinear activation 
fcn. bias 

Figure 2.9: Example of a NARX model structure 
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Figure 2.10: Schematics of parallel architecture (top) and series-parallel 
architecture (bottom) 
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Figure 2.11: NARX neural network structure and performance of Example 1 
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Figure 2.12: Prediction performance in Example 1  

Figure 2.13: Comparison between the target and prediction data  
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Figure 2.14: Schematic of closed loop form of NARX model in Example 1 

Figure 2.15: Comparison between target and predicted data using closed loop 
form of NARX model 
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Figure 2.16: Schematic of Duffing oscillator 

Figure 2.17: Eighty force (input) trajectories from 0 to 90s 
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Actual 
Predicted 

Figure 2.18: Comparison between actual and predicted displacement and 
velocity of the Duffing oscillator - trajectory 75 

Figure 2.19: Comparison between actual and predicted displacement and 
velocity of the Duffing oscillator - trajectory 76 

Actual 
Predicted 
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Figure 2.21: Comparison between actual and predicted displacement and 
velocity of the Duffing oscillator - trajectory 78 

Actual 
Predicted 

Figure 2.20: Comparison between actual and predicted displacement and 
velocity of the Duffing oscillator - trajectory 77 

Actual 
Predicted 
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Figure 2.23: Comparison between actual and predicted displacement and velocity of 
the Duffing oscillator - trajectory 80 

  

Actual 
Predicted 

Figure 2.22: Comparison between actual and predicted displacement and 
velocity of the Duffing oscillator - trajectory 79 

Actual 
Predicted 

Actual 
Predicted 
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CHAPTER THREE 

METHODOLOGY TO DEVELOP INTERNAL COMBUSTION ENGINE FUEL MAPS  
 
 
 

Fuel maps provide information about the engine characteristics which depend on 

the engine speed and load. The load is usually expressed in terms of the Brake Mean 

Effective Pressure (BMEP). An engine fuel map has two regions known as full load and 

part load. If an engine operates at full load, the throttle is wide open (WOT), providing 

the highest BMEP throughout the speed range. In part load (partially open throttle valve), 

it is desired to operate with the minimum fuel consumption while a targeted load is met at 

any engine speed. A number of independent variables must be controlled in order to 

achieve maximum BMEP at full load and minimum fuel rate at part load.  

In Spark Ignition (SI) engines, these independent variables can be the spark 

timing, the cam timing, the throttle angle, and the Exhaust Gas Recirculation [66-68]. In 

turbocharged engines the wastegate is also another control factor. Advances in 

technology have led to improvements in engine performance and fuel economy, but they 

increase the complexity to generate the fuel map. For instance, the intake variable cam 

timing can improve the full load performance by varying the intake cam phasing. In 

contrast, a more sophisticated system using Variable Valve Actuation (VVA) increases 

torque generation, improves fuel economy, and reduces pollution by adding three 

independent variables (valve timing, lift, and duration of intake and exhaust valves) in 

generating a fuel map [69, 70]. Increasing the number of independent variables results in 

a time consuming and expensive process to obtain the fuel map.  
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An alternative approach to build a fuel map is to use a physics-based simulation 

tool which is highly correlated with engine data. Taking advantage of simulation is cost 

efficient and is less time consuming if the goal is to optimize input variables only for a 

couple of operating conditions. Fu et al. [71] used simulation to investigate the effect of 

cam strategies on fuel economy only at certain part load conditions. However, as the 

number of operating conditions increase, the number of computer experiments also 

increases, and more time is required for simulations to converge. To tackle this issue, Wu 

et al. [72] used a high-fidelity simulation tool combined with an Artificial Neural 

Network (ANN) to maximize the torque at full load for a variable Valve Timing (VVT) 

engine with dual-independent cam phasers by optimizing the intake and exhaust cam 

phasing, the spark timing, and the fuel-air equivalence ratio. In their study, 95% of full 

factorial DOE (Design of Experiments) points were used to train the ANN at full load.  

In this research, a computationally efficient process is introduced to create a fuel 

map at both full load and part load conditions using a physics-based simulation tool to 

train a number of metamodels. Design of Experiments [73-77] combined with 

metamodeling techniques [78, 79] offer a promising venue to achieve optimized designs 

[80, 81] rather efficiently and accurately. DOEs place points (design sites) strategically in 

the design space in order to “space fill” the entire space. A metamodel is then built using 

the responses at the DOE points (training points). The metamodel predicts the response at 

any point in the design space. The objective of this study is to build an engine fuel map 

using metamodels to accurately predict the minimum fuel rate and the maximum BMEP 

at part load and full load conditions, respectively. 
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3.1 Overview of Fuel Map Generation 

We use a four-cylinder 2.0L naturally aspirated gasoline engine with a port fuel 

injection system. Each cylinder has two intake and two exhaust valves. The engine is 

equipped with a VVT system in which the intake and exhaust camshaft positions are 

independently controlled. Figure 3.1 shows the Intake Centerline Location (ICL) and 

Exhaust Centerline Location (ECL) to represent the intake and exhaust camshaft 

positions, respectively. The ICL is defined as the distance between the Top Dead Center 

(TDC) and the centerline of the intake camshaft lobe. The ECL is defined as the distance 

between TDC and the centerline of the exhaust camshaft lobe. They are both measured in 

degrees of crank angle (CA). The cam-phasing range varies from 80 to 140 CA degrees 

from before-TDC and after-TDC gas exchange for both the ECL and ICL. Table 3.1 lists 

the main specifications of the engine.  

There are various control parameters (design factors), such as ICL, ECL, and 

EGR valve, that can be controlled to obtain the minimum fuel consumption at part load, 

and the maximum BMEP at full load. Here, we use the ICL and ECL as independent 

control factors at any combination of engine speed and BMEP.  

In addition to minimizing fuel consumption at part load and maximizing BMEP at 

full load, there are other parameters such as the Residual Gas Fraction (RGF) and the 

CA50 (50% of the fuel mass is burned) which influence the combustion quality and must 

be considered when generating a fuel map. A high RGF in the cylinder slows down the 

combustion process, increasing the potential for a poor combustion. The RGF increases 

by increasing the valve overlap (retarding ECL and advancing ICL) due to the pull back 

of exhaust gas from the exhaust port by the downward motion of the piston. In a test cell, 
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the engine stability is measured by the Coefficient of Variation (CoV) of IMEP, which is 

worsened as the RGF increases by retarding ECL. Because the CoV of IMEP cannot be 

provided by simulation, the limit of 25% of RGF is considered as the maximum RGF 

beyond which the combustion is considered unstable. 

The CA50 can be controlled by spark timing. At different engine speeds, there is a 

spark timing (and thus CA50) which results in the Maximum Brake Torque (MBT) called 

the “MBT timing.” Studies have shown that the MBT occurs when the CA50 is between 

4 and 12 degrees CA after TDC firing, depending on the operating conditions. In this 

paper, the spark timing is controlled such that the CA50 is at 8 CA after TDC firing. 

However, at higher loads and lower engine speeds there is a risk of engine knock. To 

avoid it, the spark timing should be retarded which consequently retards the CA50. In this 

case, the engine cannot run at MBT. Retarding CA50 deteriorates the combustion quality. 

Here, the maximum limit of CA50 is 25 degrees CA after TDC firing to avoid poor 

combustion. 

In part load, the fuel rate is minimized for a specified BMEP and RPM by varying 

the ECL and ICL. Details are provided in Section 3.2. However, for given BMEP, RPM, 

ECL and ICL, the air-fuel mixture may not be sufficient to produce enough load to meet 

the requested BMEP. As a result, the engine operation is not acceptable. For this reason, 

the output BMEP from a metamodel (i.e. BMEP෫ ) should be within ±5 kPa of the 

requested BMEP. This is imposed using a constraint as illustrated in the optimization 

problem of Equation (3.2) in Section 3.2. 

Figure 3.2 shows an example of the fuel rate map at part load. The map is for the 

engine of Table 3.1. The throttle angle is controlled to maintain the manifold air pressure 
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and air flow for given engine speed and BMEP. The injected fuel is controlled to 

maintain the stoichiometric fuel-air ratio throughout the part load operating condition. A 

knock controller is also used to adjust the spark timing to avoid knock. At any possible 

combination of engine speed and BMEP, the ICL and the ECL are varied with a 10 

degree CA increment within the allowed phasing range in order to estimate the fuel mass 

flow rate and other engine parameters such as RGF and CA50. We observe that the fuel 

rate increases as the engine speed and the BMEP increase. We also observe that the 

engine cannot achieve a BMEP higher than 800 kPa at 1000 rpm due to hardware 

limitations and the engine characteristics (top-left corner of Figure 3.2).  

Figure 3.3 shows the fuel rate as a function of ICL and ECL at 2000 rpm and 200 

kPa of BMEP. At this condition, without considering the RGF and CA50 values, the 

minimum fuel rate is achieved when the intake and exhaust valves have the maximum 

overlap. However, according to Figure 3.4 the RGF level is highest when the valve 

overlap is maximum. Hence, the possibility of poor combustion is high. Figure 3.5 shows 

that CA50 is below the limit of 25 degrees CA. Therefore, it is unacceptable to operate 

the engine in the region where the ECL is between 80 and 110 degrees CA before TDC 

and the ICL is between 80 to 110 degrees CA after TDC, with the RGF being greater than 

25%. Hence, the most retarded ICL (140 degrees CA) and the most advanced ECL (80 

degrees CA) result in the minimum fuel rate at 2000 rpm and 200 kPa BMEP.  

In summary, to obtain the fuel map, we first need to build four metamodels – one 

for each of BMEP, RGF, CA50 and ṁ୤. The first three are used for full load and the last 

is used for part load. The inputs to the metamodels are the engine speed, BMEP, ICL and 

ECL. Note that BMEP appears in the input and output lists. The input value is assumed 
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and the output value is the actual realizable value based on combustion and engine 

characteristics. This differentiation is important in part load conditions. Using the 

metamodels, the actual fuel map is determined by solving a different constrained 

optimization problem for full and part load conditions using the ECL and ICL as design 

variables (see Sections 3.1 and 3.2 for details). Table 3.2 lists the inputs, outputs, 

objectives and constraints for part load and full load conditions. 

To determine the accuracy of the developed fuel map, a full factorial DOE of the 

engine speed, BMEP, ICL and ECL design space is used to evaluate the realizable BMEP 

at full load and the minimum ṁ୤ at part load under constraints ensuring good combustion 

characteristics. For each design site of the DOE, the GT Power software is run to obtain 

the optimal BMEP for full load and ṁ୤,  for part load. These optimal values are used to 

establish the accuracy of the estimated fuel map using the developed four metamodels. 

Considering that running GT Power at a design site can be computationally demanding, 

the metamodels are built using the minimum possible number of GT Power runs (i.e., 

minimum number of design sites where GT Power evaluates the optimal BMEP and ṁ୤,  

outputs). To build the full factorial DOE, Table 3.3 shows the upper and lower limit and 

the number of levels for each input variable. The range and number of levels for each 

input variable were determined based on experience to generate the actual fuel map with 

acceptable accuracy. Note that at full load, in order to achieve maximum BMEP, we must 

force the throttle controller to keep the throttle wide open to allow for maximum airflow. 

Therefore, we target a maximum BMEP of 1500 kPa. This BMEP value is not achievable 

due to hardware limitations, but it forces the throttle to stay wide open.  
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Based on Table 3.3, the total number of full factorial DOE points are 3,234 - 10 

BMEP x 6 engine speeds x 7 ICL x 7 ECL = 2940 design sites for part load, and 6 engine 

speeds x 7 ICL x 7 ECL = 294 design sites for full load. As we have mentioned, running 

GT Power many times can be computationally expensive. Therefore, it is important to 

have a methodology to obtain a fuel map with less computational effort while 

maintaining accuracy. In the following sections, we propose a method which helps to 

generate a fuel map with a relatively small number of computer experiments, while 

maintaining accuracy. 

3.2 Proposed Methodology to Estimate Fuel Map 

The proposed methodology to estimate the fuel map of a VVT engine uses 

Kriging metamodels and consists of two major steps. First, we use a sequential approach 

to build four metamodels of acceptable accuracy using a relatively small number of 

engine combustion simulations. The latter are performed using the GT Power software 

which is the industry standard. The number of GT Power runs is kept to a minimum in 

order to improve efficiency since each GT Power run (or alternatively an actual engine 

experiment) is computationally intensive hindering therefore, the practicality of the 

proposed approach. 

In the second step, we estimate the engine fuel map at full load and part load 

conditions using the developed metamodels, by solving two constrained optimization 

problems. For full load, the WOT curve is determined by maximizing the BMEP under 

constraints of RGF and CA50. The constraints ensure acceptable combustion quality. The 

ICL and ECL are used as design variables. For part load, the mass fuel rate is minimized 

under the same RGF and CA50 constraints at each BMEP-engine speed condition which 
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are used as design parameters. An additional constraint is used to make sure the 

achievable BMEP is close to the target BMEP (design parameter in optimization). Details 

for both full load and part load are provided in Section 3.3. 

The first step in creating a metamodel is to determine the initial DOE points 

which must be preferably space filling. The size of the design domain is established using 

the lower and upper bounds of each design factor. In this paper, the design factors are the 

engine speed, BMEP, ICL, and ECL.  

Figure 3.6 shows a schematic of a fuel map and the selected initial points (red 

dots) for part load. At every corner of the BMEP-engine speed projection of the map, we 

consider the four corner points (low and high values) of the ICL and ECL. As a result, we 

have 16 initial design points for part load where GT Power will run. In contrast, for full 

load we start the metamodeling process with 8 designs (combinations of upper and lower 

bounds of engine speed, ICL, and ECL). Section 3.3.1 provides more details. 

GT Power is a high-fidelity physics-based combustion simulation tool. The 

responses from GT Power at each of the 16 DOE points are used to obtain three Kriging 

metamodels - one for the fuel rate, one for CA50, and one for the RGF output. For each 

metamodel, Kriging provides a mean prediction (most likely value), and a Mean Square 

Error (MSE) or variance of prediction. The prediction accuracy of each metamodel is 

improved sequentially by adding more training points to the training point set of the 

previous iteration. The added training points (one or more) have the same highest MSE. 

Every time one or more training points, are added to the previous set of training points, a 

new metamodel is generated. We consider this a new iteration in the sequential process of 
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metamodel generation until convergence is achieved. For convergence, the maximum 

MSE becomes less than a threshold. 

After converged Kriging metamodels are obtained for fuel rate, CA50 and RGF, 

the acceptable operating regions of the ICL and ECL domain are determined so that the 

constraints mentioned in Table 3.2 are satisfied. To generate the final fuel map for part 

load, the minimum fuel rate is obtained by varying the ICL and ECL for each engine 

speed and BMEP. Similarly, for full load, the maximum torque (or equivalently BMEP) 

is obtained in terms of ICL and ECL for different engine speeds. 

3.3 Case Study: Generation of Fuel Map at Full Load 

In this section, we use a case study to demonstrate how the proposed methodology 

is used to estimate the engine fuel map for full load and part load conditions. Using the 

case study, we also provide additional details on the process of building an engine map. 

The engine of Table 3.1 is used as an example. 

3.3.1 Generation of Metamodels and Fuel Map at Full Load 

In building the metamodels, 8 designs (combinations of upper and lower bounds 

of engine speed, ICL, and ECL) are initially selected (first iteration), and GT Power is 

run to calculate the BMEP, RGF and CA50 at each design point. The GT Power values 

are used to develop Kriging metamodels for 𝐵𝑀𝐸𝑃෫ , 𝑅𝐺𝐹෫ , and  𝐶𝐴50෫ , and their 

corresponding 𝑀𝑆𝐸෫ s at selected prediction points (Table 3.4). The grid of 𝑀𝑆𝐸෫  

prediction points is finer than the grid used to obtain the actual fuel map (Table 3.3) in 

order to estimate the maximum 𝐵𝑀𝐸𝑃෫  for each engine speed more accurately. In the next 

iteration, new metamodels are created using the design sites from the previous iteration 

plus a new DOE set (one or more points). The latter includes the design site (or sites) 
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from the previous iteration, that have the maximum MSE of 𝐵𝑀𝐸𝑃෫ . The process 

continues until the three metamodels converge (i.e. the maximum MSE is below a 

predetermined tolerance). 

Figure 3.7 shows the maximum predicted MSE of 𝐵𝑀𝐸𝑃෫  at each iteration. The 

values of the maximum predicted MSE of BMEP was very high after the first few 

iterations. However, as the number of iterations increases the MSE reduces indicating 

that the prediction accuracy increases. In this study, the sequential process of metamodel 

generation is terminated after 100 iterations with the average maximum MSE of the last 

20 iterations being stabilized around 200 kPaଶ. Convergence is achieved if the relative 

error of predicted MSE satisfies the following inequality for each prediction point where 

the index 𝑖 refers to the iteration number. 

ቤ
𝑀𝑆𝐸෫

஻ொ௉෫
௜ାଵ − 𝑀𝑆𝐸෫

஻ொ௉෫
௜

𝑀𝑆𝐸෫
஻ொ௉෫
௜

ቤ ∗ 100 ≤ 1.5 (3.1) 

We have observed that the prediction accuracy for both full and part load is 

acceptable by satisfying the convergence criterion of Equation (3.1). The same is true for 

Equation (3.3) later on. If these convergence criteria hold, the prediction accuracy of the 

metamodels satisfies the constraints of Table 3.5. The predicted quantities in Table 3.5 

(𝐵𝑀𝐸𝑃෫ , 𝑚̇௙
෪ , 𝑅𝐺𝐹෫ , and 𝐶𝐴50෫ ) are obtained from the optimization problems (3.2) and 

(3.4). 

In order to evaluate the prediction accuracy, the coefficient of determination 𝑅ଶ 

and the Root Mean Square Error RMSE are calculated for the output parameters 

൛𝐵𝑀𝐸𝑃෫ , 𝑅𝐺𝐹෫, 𝐶𝐴50෫ , 𝑓𝑢𝑒𝑙 𝑟𝑎𝑡𝑒෫ ൟ
௜
 , 𝑖 = {1, … , 𝑁} where N is the number of prediction 
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points of Table 3.3. Figures 3.9 and 3.10 show the 𝑅ଶ and 𝑅𝑀𝑆𝐸 as the four metamodels 

are trained using more points. 

The 𝑅𝑀𝑆𝐸 of Figure 3.8 indicates that as the metamodels are trained using more 

training points, the average absolute error between the actual fuel map and the estimated 

fuel map using the metamodels, reduces and the error stabilizes after 60 iterations. Figure 

3.9 shows a poor correlation between the actual data and the prediction in the first 

iterations but after adding more training points the 𝑅ଶ reaches almost 1 after 60 iterations 

indicating a high correlation between the actual and estimated fuel maps. 

At full load, we seek the ICL and ECL that maximizes the BMEP for each engine 

speed, subject to constraining the RGF to be less than 25% and the CA50 to be less than 

25 degrees CA after TDC firing. The allowed ICL phasing range is between 80 to 140 

degrees CA after TDC gas exchange, and the allowed ECL phasing range is between -

140 to -80 degrees CA which is before the TDC gas exchange. The optimum ICL and 

ECL values are thus obtained by solving the following optimization problem. 

max
𝒙

𝐵𝑀𝐸𝑃෫ (𝒙, 𝑅𝑃𝑀) 

(3.2) 

such that: 𝑅𝐺𝐹෫(𝒙, 𝑅𝑃𝑀) < 25% 

 𝐶𝐴50෫ (𝒙, 𝑅𝑃𝑀) < 25 𝑑𝑒𝑔𝐶𝐴 

 −140 ≤ 𝐸𝐶𝐿 ≤ −80 

 80 ≤ 𝐼𝐶𝐿 ≤ 140 

𝒙 = {𝐸𝐶𝐿, 𝐼𝐶𝐿} 

A genetic algorithm is used to obtain the optimal solution.  
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Figure 3.10 illustrates the difference between the actual WOT curve and the 

predicted WOT curve when the metamodels were trained using 121 design sites after 100 

iterations. The figure shows that as the number of training points increases, the prediction 

of maximum BMEP at each engine speed approaches the actual WOT curve. 

Figures 3.11 and 3.12 show a good match between the predicted and actual RGF, 

and CA50. As is expected, the RGF percentage is low at higher loads and the difference 

between the prediction and the actual RGF is less than 5%. The trend of predicted CA50 

is similar to the actual values for each engine speed. It is retarded at lower engine speeds 

to avoid knock. The difference between actual and predicted CA50 is less than 5 degrees 

CA which is considered acceptable. 

Figures 3.13 and 3.14 show the ICL and ECL respectively, for the maximum 

BMEP at full load. For less than 50 iterations, the ICL and ECL do not match the actual 

data (thick black line) at some engine speeds. However, as the number of iterations 

increases, the ICL and ECL match the actual data throughout the entire engine speed with 

the maximum difference being less than 10 degrees CA.  

Based on the results in Figures 3.8 through 3.14, we observe that at least 75 

iterations are required to obtain the full load WOT curve with an acceptable accuracy 

using metamodels. 

3.3.2 Generation of Metamodels and Fuel Map at Part Load 

In part load, similarly to full load, the 16 initial design sites (see Figure 3.6) are 

defined using combinations of lower and upper values of engine speed, BMEP, ICL, and 

ECL. The actual data at the 16 initial design sites are used to train four metamodels to 

predict the fuel rate, BMEP, RGF and CA50 outputs and their MSEs. Design sites with 
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the maximum prediction MSE are sequentially added until convergence. The objective in 

part load is to minimize the fuel rate. Figure 3.15 shows the maximum MSE of predicted 

fuel rate at each iteration. 

A zoom in of the blue box region shows that the MSE values decrease at each 

iteration, i, until convergence. The latter is achieved if the maximum relative error of 

predicted MSE of fuel rate 𝑚̇௙ among all prediction points, satisfies the following 

inequality  

อ
ெௌா෫

೘̇೑
෪

೔శభିெௌா෫
೘̇೑
෪

೔

ெௌா෫
೘̇೑
෪

೔ อ ∗ 100 ≤ 2. (3.3) 

The MSE values decreased at each iteration and stabilized around 0.25 at iteration 85. 

The prediction process was terminated at this iteration.  

Figures 3.16 and 3.17 show the 𝑅𝑀𝑆𝐸 and 𝑅ଶ for the fuel rate, BMEP, RGF, and 

CA50. We observe that the average absolute error between the actual outputs and 

predicted outputs reduces as the metamodels are trained with more training points. 

Although the RMSE of fuel rate, RGF, and CA50 show convergence after 80 iterations, 

adding more training points could further reduce the RMSE of BMEP. Figure 3.17 shows 

that, in general, as training points are continuously added, the correlation between the 

actual and predicted outputs improves. 

At part load condition, we seek the ICL and ECL that minimize the fuel rate at 

each combination of engine speed and BMEP under the constraints of RGF being less 

than 25% and CA50 being less than 25 degrees CA after TDC firing. We must also make 

sure that the predicted BMEP is within ±5 kPa of the targeted BMEP. The allowed ICL 

phasing range is between 80 to 140 degrees CA after TDC gas exchange and the allowed 
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ECL phasing range is between -140 to -80 degrees CA which is before TDC gas 

exchange. The optimum values of ICL and ECL can be thus obtained by solving the 

following optimization problem 

min
𝒙

𝑚̇௙
෪ (𝒙, 𝑅𝑃𝑀, 𝐵𝑀𝐸𝑃) 

(3.4) 

such that: 𝑅𝐺𝐹෫(𝒙, 𝑷) < 25% 

 𝐶𝐴50෫ (𝒙, 𝑷) < 25 𝑑𝑒𝑔𝐶𝐴 

 ห𝐵𝑀𝐸𝑃෫ ൫𝒙, 𝑷൯ − BMEPห ≤ 5 𝑘𝑃𝑎 

 −140 ≤ ECL ≤ −80 

 80 ≤ ICL ≤ 140 

Figure 3.18 shows the relative error between the actual 𝑚̇௙௢௣௧
(𝒙) and the 

predicted 𝑚̇௙
෪

௢௣௧
(𝒙) at part load using 111 training points after 85 iterations. We observe 

an acceptable accuracy of the predicted fuel rate. However, the fuel rate relative error is 

high at the bottom-left corner of the map. Note that at low speed and low load, the fuel 

rate is very low and therefore, the relative error is high (see Figure 3.2). 

Figures 3.19 and 3.20 show the difference between actual and predicted RGF and 

CA50, respectively, in terms of engine speed and BMEP. Both plots show very good 

accuracy of RGF and CA50 for part load. 

Figure 3.21 shows the difference of ICL between the actual and predicted part 

load map. At specific operating conditions, the ICL at the predicted minimum fuel rate 

does not match the actual ICL. For example, at 5000 rpm and 300 kPa BMEP, even 

though the relative error between the actual and predicted fuel rate is minimum (around 

±1%) their corresponding ICL are very different by approximately 40 degrees. This 
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observation implies that for certain operating conditions the metamodel was not able to 

represent the physics since the minimum fuel rate does not correspond to the proper ICL. 

Figure 3.22 shows the difference of ECL between the actual and predicted part 

load map. The difference between the ECLs are slightly high, but lie in an acceptable 

range except in a few operating points (blue region with 100 kPa BMEP at 4000 and 

5000 rpm).   

For this example, it was observed that the number of selected training points using 

the maximum MSE criterion is higher at the upper and lower bounds of the engine speed 

and BMEP while less points were selected in between the upper and lower bounds. 

Figure 3.23 shows the number of selected training points at each operating condition. 

Because more training points are placed at the upper and lower bounds, less information 

is provided for the middle of the map resulting in a reduced prediction accuracy. The 

training points of Figure 3.23 are selected using the maximum predicted MSE of the fuel 

rate. To reduce the higher error in the middle of the map, more training points are needed.  

3.4 Summary 

A new process was introduced to generate an engine fuel map with less 

computational effort while maintaining accuracy. Both the full load and part load 

conditions were considered. Kriging metamodels were first developed for the engine 

BMEP, fuel rate, RGF and CA50. The metamodels were then used in two separate 

optimization problems to obtain the full load and part load parts of the map using 

constraints which ensure acceptable combustion characteristics. The estimated fuel map 

was compared with the actual map that was created using a full factorial DOE to 

demonstrate its accuracy. For full load, we observed that: 
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 A small number of DOE points (121 points) was enough to generate the WOT 

curve. This number is smaller than some existing “optimized” methods used in the 

automotive industry which use around 300 DOE points. Note that a computationally 

intensive run of the GT Power software is required for each DOE point (training point 

for the metamodels). 

 The accuracy of the estimated map was very good.    

For part load, we observed that: 

 Only 110 DOE points were used to train the developed metamodels compared to 

almost 3000 points existing approaches require. 

 The estimated maps for fuel rate, BMEP, RGF and CA50 were very accurate 

compared to actual maps. 

 The ICL and ECL cam position maps, for the predicted fuel rate map were not 

consistent with the actual data at certain operating conditions. This implies that more 

training points are needed to fill the design space and train the metamodels in order to 

improve the prediction performance. 

The presented approach reduces the computational time to generate the fuel map 

by a factor of 14 compared to a heuristically optimized conventional method used by the 

industry. 

In future studies, we aim to further improve the accuracy of the estimated map at 

part load.   
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Table 3.1: Critical engine parameters 

  

 

Table 3.2: Details on fuel map generation 

Operating 
conditions 

Part load Full load 

Inputs Engine speed, BMEP, ICL, ECL Engine speed, BMEP, ICL, ECL 

Outputs ṁ୤, BMEP, RGF, CA50 BMEP, RGF, CA50 

Constraints หBMEP − BMEP୰ୣ୯ห ≤ 5 kPa, 

RGF ≤ 25%, 

CA50 ≤ 25 deg CA 

RGF ≤ 25%, 

CA50 ≤ 25 deg CA 

Objective Minimize ṁ୤ Maximize BMEP 

  

Parameter name Values and descriptions 

Displacement 2.0 [L] 

Number of cylinders 4 

Bore / Stroke 86 / 86.07 [mm] 

Compression ratio 9.5:1 

Max. intake valve lift 10.2 [mm] 

Max. exhaust valve lift 10.2 [mm] 

Allowed ICL phasing range 80 to 140 degCA aTDC 

Allowed ECL phasing range -140 to -80 degCA aTDC 

Fuel injection type Port Fuel Injection 
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Table 3.3: Range and levels of each input variable 

Operating conditions Part load Full load 

DOE information Lower 
limit 

Upper 
limit 

# of 
levels 

Lower 
limit 

Upper 
limit 

# of 
levels 

Engine speed [rpm] 1000 6000 6 1000 6000 6 

BMEP [kPa] 100 1000 10 NA 1500 1 

ICL [degCA aTDC] 80 140 7 80 140 7 

ECL [degCA aTDC] -140 -80 7 -140 -80 7 

 

 

Table 3.4: Range and levels of prediction points 

Operating conditions Full load 

DOE information Lower limit Upper limit # of levels 

Engine speed [rpm] 1000 6000 6 

ICL [degCA aTDC] 80 140 31 

ECL [degCA aTDC] -140 -80 31 

 

Table 3.5: Criteria for acceptable accuracy of fuel map 

Convergence criteria Operating conditions 

ቤ
𝐵𝑀𝐸𝑃෫ − 𝐵𝑀𝐸𝑃

𝐵𝑀𝐸𝑃
ቤ ∗ 100 ≤ 5 Full load 

ቤ
𝑚̇௙
෪ − 𝑚̇௙

𝑚̇௙
ቤ ∗ 100 ≤ 5 Part load 

ห𝑅𝐺𝐹෫ − 𝑅𝐺𝐹ห ≤ 5 Full and part loads 

ห𝐶𝐴50෫ − 𝐶𝐴50ห ≤ 5 Full and part loads 
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Figure 3.1: Definition of intake and exhaust camshaft positions 

Figure 3.2: Fuel flow rate at part load condition 
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Figure 3.3: Fuel flow rate at 2000 rpm and 200 kPa of BMEP 

Figure 3.4: RGF at 2000 rpm and 200 kPa of BMEP 
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Figure 3.5: CA50 at 2000 rpm and 200 kPa of BMEP 
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Figure 3.6: Selection of initial training points for part load 
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Figure 3.7: Predicted maximum MSE of BMEP at each iteration 
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Figure 3.8: RMSE of actual vs. predicted outputs at each iteration 
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Figure 3.9: R^2 of actual vs. predicted outputs at each iteration 
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Figure 3.10: Predicted vs. actual BMEP at different iterations 

Figure 3.11: Predicted vs. actual RGF at different iterations 
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Figure 3.12: Predicted vs. actual CA50 at different iterations 

Figure 3.13: ICL for actual and predicted WOT curve at different iterations 
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Figure 3.14: ECL for actual and predicted WOT curve at different iterations 

Figure 3.15: MSE of fuel rate at each iteration 
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Figure 3.16: RMSE of actual vs. predicted outputs at each iteration 
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Figure 3.17: R^2 of actual vs. predicted outputs at each iteration 
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Figure 3.18: Relative error between actual and predicted fuel map 

Figure 3.19: Difference between actual and predicted RGF 



90 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 3.20: Difference between actual and predicted CA50 

Figure 3.21 Difference between ICL of actual and predicted part load map 
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Figure 3.22: Difference between ECL of actual and predicted part load map 

Figure 3.23: Number of training points at different operating conditions to 
train the metamodels 
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CHAPTER FOUR 

METHODOLOGIES TO PREDCIT TRANSIENT SPARK TIMING PROFILE FOR A 
TIP-OUT MANEUVER 

 
 
 

A powertrain consists of an engine, transmission, and driveline. The engine 

generates power which is transferred to the wheels through the transmission and the 

driveline. The power however, generated by the engine can cause oscillating forces which 

can lead to unwanted vibration and noise. Gear rattle and driveline clunk are examples of 

unwanted noise in the transmission and driveline respectively that are caused by the 

engine. 

Clunk is the noise generated by torsional vibrations in the driveline. These 

torsional vibrations are originated from abrupt changes in the engine output torque such 

as in tip-in/tip-out maneuvers. These two dynamic behaviors of vehicle are referred to the 

transient conditions when the driver suddenly requests for a quick vehicle acceleration 

/deceleration by depressing/releasing the accelerator pedal. In tip-in maneuver more 

torque is requested while in tip-out maneuver less torque is desired. The literature 

provides ways to reduce the clunk phenomenon [82-85]. One proposed solution is to 

reduce the lash in the gear set. This reduces the acceleration of the driver gear teeth in the 

lash zone which in turn minimizes the clunk.  However, lash reduction is not an efficient 

solution because a finite amount of lash is always required for the gears to rotate. Thus, 

there is no guarantee to eliminate the clunk noise [86, 87]. Also, reducing or removing 

the lash requires new designs which are costly and have physical limitations. Other 

studies have showed that increasing driveline damping reduces the relative speed 
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between the gear sets as they collide by adding resistance to the gear set in the lash zone. 

However, this approach reduces the driveline efficiency and fuel economy.  

An efficient way to mitigate this problem is to use torque shaping, also known as 

torque management, where we specify an engine output torque profile to minimize the 

driveline clunk. Different studies have suggested how to specify the desired torque shape 

[83, 86-89]. However, it is important to know how to generate a specific engine torque 

considering that the engine output torque depends on certain independent parameters. The 

value of each independent parameter for any conditions is determined using engine 

calibration. 

4.1 Overview of Torque Shaping During Tip-out Maneuver 

Most car manufacturers follow different but similar approaches to develop and 

produce vehicles. Engine calibration is a very important step in product development. 

The engine is calibrated in order to pass a variety of tests and satisfy certain regulations 

over a range of conditions. 

There are many different steps involved in calibrating an engine for steady-state 

and transient conditions. One step of steady-state calibration is to generate a fuel map 

also known as engine map [90]. A fuel map consists of two regions known as the full 

load and part load and it provides engine characteristics in terms of engine speed and load 

[91]. Specifically, the fuel map reports how to achieve a minimum fuel consumption at 

part load and maximum load at full load conditions by controlling a set of independent 

design parameters for the entire space of engine operating conditions. Traditionally, a 

fuel map is generated by running the actual engine in a test cell. However, an alternative 

approach is to generate it using physics-based model simulations considering that the 
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physics-based model is well correlated with the actual engine. This virtual approach 

reduces the product development cost and time significantly. The generated engine maps 

using simulations should be however, tested and verified using a real engine in a test cell. 

Unlike steady-state conditions, the load and speed vary through time during a 

transient operation which is common for actual driving. Consequently, actuators such as 

throttle, spark timing, etc. are constantly trying to meet the requested dynamic load and 

speed. The rate of change of the actuator may not be however, the same as the change in 

engine parameters such as air flow, Manifold Air Pressure (MAP), and combustion 

parameters. Thus, using a model developed for steady-state conditions might not be 

suitable for transient conditions. Figure 4.1 shows a transient maneuver when the 

actuators use the steady-state fuel map. This is a tip-out scenario in which the desired 

torque request, shown in black, drops from 110 Nm at five seconds and reaches -20 Nm 

at six seconds while the engine is running on stoichiometric conditions. 

Before the five second time point, when the tip-out maneuver starts, the engine 

output torque (in red) is in steady-state and in good agreement with the desired torque 

since the actuators are not varying with time. After five seconds, the desired torque drops 

and reaches -20 Nm at six seconds. Actuators such as the throttle angle, spark timing, 

ICL (Intake cam Center Line) and ECL (Exhaust cam Center Line) update their values 

instantaneously using the steady-state fuel map data. The actuator changes from 5 to 6s, 

result in the engine output torque. The Figure 4.1 shows clearly that the engine output 

torque does not follow the target torque since the actuator commands were obtained from 

the steady-state fuel map.  
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In order to control actuators such as throttle valve, cam timings, and EGR valve 

(or waste gate diameter in turbocharged engines), sophisticated controllers are required in 

addition to the steady-state fuel map in order to obtain the desired torque shape. The 

controllers for transient maneuvers are complex depending on the engine system and also 

require a lot of engine data. Depending on the actuator type, fuel and air path control 

system reactions are different and need certain calibration work. Many researchers and 

engineers have attempted to improve the transient behavior of an engine under different 

conditions [92-95]. 

In this research, we use two different approaches to determine the spark timing 

profile to achieve a desired engine torque profile during a tip-out maneuver. These 

methods are both less complicated compared to the required controllers for transient 

maneuvers and requires less amount of data. Using these methods, we can predict and use 

a spark timing profile as the only input parameter for a tip-out maneuver to generate a 

desired torque profile.  

We use GT-Power as the engine simulation tool. The standalone engine model is 

a four-cylinder 2.0L naturally aspirated gasoline engine with a port fuel injection system. 

Each cylinder has two intake and two exhaust valves. The engine is equipped with a VVT 

system in which the intake and exhaust camshaft positions are independently controlled. 

Table 4.1 provides the engine parameters. 

4.2 Creation of Desired Torque Profile Using SVD and Kriging (Method 1) 

In this section, we apply the time-dependent metamodeling approach to generate 

the required spark timing profile to obtain a desired torque profile. The section discusses 

all steps and simultaneously demonstrates the proposed approach using an example.  
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We use a standalone engine system model from the GT-Power library. The model 

simulates a tip-out maneuver at constant engine speed of 2000 rpm. It is assumed that the 

torque convertor is locked as the vehicle moves with constant speed. At 𝐭𝟎 = 𝟓 s, the 

desired torque at the flywheel starts to drop from 110 Nm and reaches -20 Nm at 𝐭 = 𝟔 s. 

The objective is to predict a spark timing profile which produces a desired torque. 

We assume that a third-order polynomial is adequate to represent the spark timing 

profiles which can be used to determine the unique spark timing profile which results in 

the desired torque profile. Equation (4.1) provides a parametric description of the spark 

timing profiles 𝒔 (𝒕) as a function of time 

𝒔 (𝒕) = 𝒅𝟎 + 𝒅𝟏 ∗ (𝒕 − 𝒕𝟎) +  𝒅𝟐 ∗ (𝒕 − 𝒕𝟎)𝟐  +  𝒅𝟑 ∗ (𝒕 − 𝒕𝟎)𝟑. (4.1) 

The time domain is 𝒕 ∈ [𝟓, 𝟔] and 

𝑫𝒑 = {𝒅𝟏
(𝒑)

, 𝒅𝟐
(𝒑)

, 𝒅𝟑
(𝒑)

} (4.2) 

provides the three independent coefficients in Equation (4.1) to be determined. The 

subscript or superscript p indicates a design point which is not included in the design 

points of the training set. The initial spark timing at 𝒕𝟎 = 𝟓𝒔 corresponding to the torque 

at 𝒕𝟎 is known  

𝒔 (𝒕𝟎) =  𝒅𝟎  =  −𝟐𝟎. 𝟏𝟗 𝒅𝒆𝒈𝑪𝑨 𝒂𝑻𝑫𝑪𝑭. (4.3) 

Figure 4.2 shows the flowchart of the overall process to determine the 

independent coefficients of 𝑫𝒑 defining the desired spark timing and the corresponding 

torque profiles with acceptable accuracy. 

The group-based space-filling DOE algorithm of [96] is used. This DOE 

algorithm creates multiple groups of points where each group has space-filing properties 

by itself and unions of groups also have space-filling properties. The advantage of using 
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this DOE approach is that the minimum number of design sites is used to determine 𝑫𝒑. 

This is important because for each design site, Equation (4.1) is used to determine the 

spark timing and then the computationally intensive GT-Power is used to obtain the 

corresponding torque profile. In this study, we generated 32 groups of 4 design sites each. 

Thus, the total number of generated design sites is 32*4=128. The designs are grouped in 

the following matrix [𝑫] as  

[𝑫] = ቎
𝒅𝟏

(𝟏)
𝒅𝟐

(𝟏)
𝒅𝟑

(𝟏)

⋮ ⋮ ⋮

𝒅𝟏
(𝟏𝟐𝟖)

𝒅𝟐
(𝟏𝟐𝟖)

𝒅𝟑
(𝟏𝟐𝟖)

቏. (4.4) 

The first 4 rows of [𝑫] include the first 4 design sites, the next 4 rows include the 

design sites of group 2, etc. The first 4 designs are used as training points for the first 

iteration (i = 1) of the algorithm of Figure 4.2. 

Table 4.2 shows the upper and lower range of any design. The ranges are properly 

selected to generate a number of different spark timing profiles which can produce 

potential torque profiles for the tip-out maneuver. 

Figure 4.3 shows the generated spark timing profiles (left) for the first group of 4 

DOE points. It also shows the desired torque profile (thick black line). The corresponding 

torque profiles for the 4 spark timing profiles are shown on the right. The torque profiles 

were obtained by running GT-Power using the generated spark profiles. 

At this point, we check the quality of the generated training points using two 

criteria. The first criterion makes sure that each generated spark timing does not result in 

engine misfire. The second criterion ensures that the desired torque profile is within the 

“cloud” of torque profiles from the training designs ensuring interpolation. The training 

points which produce a spark timing profile which is retarded beyond 45 degCA aTDCF 
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are removed because they cause an engine misfire. Figure 4.4 shows a case in which a 

misfire occurs. 

The cylinder pressure traces indicate that the combustion occurs in each cylinder 

from 5 to 5.75s as the spark timing retards. The Indicated Mean Effective Pressure 

(IMEP) which is the work delivered to the piston over the compression and expansion 

stroke per cycle is greater than zero. When the spark timing passes the misfiring limit (t 

>5.75s), no combustion occurs in the cylinders and the IMEP becomes zero indicating 

engine misfire. So, in Figure 4.4, the training points producing a spark timing profile 

greater than 45 degCA aTDCF should be removed from the set of training points.   

Also, before creating a metamodel using SVD-Kriging interpolation, it is 

necessary to have a set of training points which produce torque profiles which surround 

the desired torque profile so that the latter is obtained by interpolation. This is ensured by 

the second quality criterion. If this condition is not satisfied more training points are 

added until the condition is met. Figure 4.5 shows the spark timing and the torque 

profiles corresponding to 6 training points after 4 iterations. The desired torque profile is 

located within the upper and lower range of the training torque profiles from 5 to 6s. 

Also, there are no spark timing profiles retarded beyond 45 degCA aTDCF indicating no 

misfire. Note that the number of training points after 4 iterations should be 4*4=16 but 10 

profiles were removed to avoid misfiring leaving only 6 training profiles in Figure 4.5. 

The 6 torque profiles at iteration 4 are used to define a response matrix [𝑿] 

according to Equation (4.5). The time domain 𝒕 ∈ [𝟓, 𝟔] was discretized using a uniform 

grid of 100 time instances. The response matrix [𝑿] was decomposed into the [U], [S], 

and [V] matrices using SVD as 
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[𝑿]
𝟔×𝟏𝟎𝟎

= [𝑼]
𝟔×𝟔

 [𝑺]
𝟔×𝟔

 [𝑽]𝑻
𝟔×𝟏𝟎𝟎

 . (4.5) 

The number of singular values in matrix [𝑺] is equal to the number of rows in the 

response matrix [𝑿]. If the number of singular values is large, the first few dominant 

singular values are kept and the remaining are ignored. As a criterion, the ratio of the last 

kept singular value over the first one may be less than 0.01.  The desired torque response 

was also discretized using the same uniform grid of 100 time instances to form the row 

vector ൛𝒙𝒑ൟ. The desired row ൛𝒖𝒑ൟ of the modal matrix [U] is then provided by Equation 

(2.59) discussed in Chapter 2. 

In order to calculate the required spark timing (Equation 4.1) to obtain the desired 

torque profile, the three components of vector 𝑫𝒑 = {𝒅𝟏
(𝒑)

,  𝒅𝟐
(𝒑)

,  𝒅𝟑
(𝒑)

}  must be 

estimated. The parameter 𝒅𝟎 in Equation (4.1) is provided by Equation (4.3). Three 

metamodels are developed for 𝒅𝟏
(𝒑)

,  𝒅𝟐
(𝒑)

, and 𝒅𝟑
(𝒑). For each of the three metamodels, the 

rows of matrix [𝑼] are used as input, and each column of [D] is used as output to train a 

Kriging metamodel. The three metamodels are then used to obtain the three unknown 

components of vector 𝑫𝒑 which form ൛𝒖𝒑ൟ. The latter is provided from Equation (2.59). 

The vector 𝑫𝒑 is then used to calculate the spark timing using Equation (4.1). The spark 

timing is used as input to the GT-Power software to calculate the corresponding torque 

profile. 

Figure 4.6 shows the spark timing and corresponding torque profiles at the fourth 

iteration. The dashed curve on the left shows the spark timing profile corresponding to 

the predicted coefficients in 𝑫𝒑. The dashed curve of the right panel shows the 

corresponding torque profile. The desired torque profile is shown in solid black.  
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Figure 4.6 clearly shows a sizeable difference between the desired torque (solid-

black curve) and the torque (dashed-black curve) resulting from the predicted spark 

timing. A large difference between the actual and predicted torque profiles indicates that 

either the number of training points is not sufficient or there are some training points 

(profiles) which “contaminate” the design space reducing the accuracy of the prediction. 

Such points are eliminated. For that, the time instance 𝒕𝒆𝒓𝒓 is determined where the 

difference between the desired and the predicted torque profiles ∆𝑻𝒑𝒓𝒆𝒅 becomes 

maximum. Figure 4.7 shows 𝒕𝒆𝒓𝒓 and ∆𝑻𝒑𝒓𝒆𝒅 for the fourth iteration. For each torque 

profile in the training set, the maximum difference between the desired torque and the 

torque profile at 𝒕𝒆𝒓𝒓 is also determined. If the latter is greater than ∆𝑻𝒑𝒓𝒆𝒅, the torque 

profile is eliminated from the training set. The eliminated torque profiles are mark with a 

red dot at 𝒕𝒆𝒓𝒓. The elimination of torque profiles from the training set is performed in the 

next iteration before applying the first and the second criteria. 

Figure 4.8 shows the spark timing and corresponding torque profiles at iteration 5 

after criteria 1 and 2 are applied. The figure indicates that the prediction accuracy is 

improved from the fourth iteration. The predicted spark timing in the fifth iteration 

produces a torque profile closer to the desired torque profile.  This iterative process 

(Figure 4.2) continues until convergence is achieved if −𝟏𝟎 𝑵𝒎 ≤ ∆𝑻𝒑𝒓𝒆𝒅 ≤ −𝟏𝟎 𝑵𝒎. 

Figure 4.9 shows good agreement between predicted and desired spark timing as 

well as between predicted and desired torque profiles. This was achieved at iteration 8 

which is the last iteration. The metamodels were trained using 4 design sites after 

applying criteria 1 and 2. The maximum difference between the predicted and desired 



101 

torque profiles is ∆𝑻𝒑𝒓𝒆𝒅 = 𝟒. 𝟔 𝑵𝒎 at 𝒕𝒆𝒓𝒓 = 𝟔 𝒔 which satisfies the convergence 

criterion. 

4.3 Using NARX and Neural Networks to Create a Spark Timing and Cylinder Pressure 
Profiles Corresponding to a Desired Torque (Method 2) 

As discussed in Section 2.2.6, neural networks provide a powerful metamodel 

which may be used to predict and interpolate in static (not time dependent) design space. 

Furthermore, the combination of NARX and neural network provides a framework that 

can be used to predict dynamic profiles (temporal design space). In contrast to the SVD-

Kriging interpolation metamodeling technique, the NARX model may be used to 

extrapolate a dynamic system where no data was used to train the metamodel.  

In this section, we utilize the NARX neural networks to predict the spark timing 

profile corresponding to the desired torque profile as discussed in Section 4.2. We also 

show how to predict the cylinder pressure profile corresponding to a desired torque. In 

this work, the cylinder pressure profile is predicted to mainly demonstrate the powerful 

capability of NARX neural network to predict and simulate a periodic, highly nonlinear 

dynamic profile with a small number of training profiles.  

4.3.1 Spark Timing Prediction Using NARX Neural Networks 

Figure 4.10 shows the flowchart of the overall process to determine the desired 

spark timing profile with acceptable accuracy using a NARX Neural Network (NARX-

NN) metamodel. 

In this study, 64 design sites are provided using a group-based space-filling DOE 

algorithm. Consequently, 64 synthetic spark timing profiles and their corresponding 

torque profiles are generated using GT-power. It is assumed that there are only 64 
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synthetic profiles available. Note that in the current approach, after generating the 

synthetic data, no simulation activity takes place. This is important since in many real 

case scenarios either there are no simulation tools available (only test data are available) 

or there is no correlated simulation model.  

Subsequently, we verify that there is no design site in the training set which 

results in engine misfire. The final training set is thus provided by eliminating the design 

sites where misfiring takes place. The initial training set which is used to train the 

metamodel includes 8 training points resulting in 8 spark timing and their corresponding 

torque profiles.  

To train the NARX-NN model, we must define the input and output and various 

parameters used in the training process. The torque sequence (time trajectory) is the input 

and the spark timing sequence is the output. For the NN in NARX, the number of hidden 

layers and epochs are 25 and 1000, respectively. The number of neurons per hidden layer 

is 10. For the NARX, we use a tapped delay line with 10 delays for both input and output. 

The number of delay signals, number of hidden layers, and number of epochs was 

determined by performing a sensitivity analysis to achieve an accurate prediction with a 

small number of training data. In this study, we ignored the validation check in order to 

use all available data for training. The training process continued until the maximum 

number of epochs was reached. 

The training was performed using the open loop form (series-parallel network 

configuration). Figure 4.11 shows the neural network training summary using 8 training 

points. After the training was completed the model was converted to the closed loop form 
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to predict the spark timing corresponding to a desired torque profile which was not used 

for training. 

Figure 4.12 shows the predicted spark timing (dotted line) against the actual spark 

timing (solid line) for only 8 training points. The difference between the actual and 

predicted spark timing is very small until 𝑡 = 40 𝑠𝑒𝑐 but the prediction accuracy reduces 

for 𝑡 > 40 𝑠𝑒𝑐𝑠. In order to increase the accuracy, we must add more training profiles to 

the initial training set. To keep the number of training profiles to a minimum, we add one 

training point to the previous training set until the model is converged.  

The model is considered converged if the Averaged Relative Error (ARE) of 

predicted spark timings for two consecutive iterations is less than 1%  

∑
 ቚୱ୮୩౟

(౪)
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(౪)
ቚ

ୱ୮୩
౟షభ
(౪)

೟సవబ
೟బసభ

௧
≤ 1% 

(4.6) 

where, 𝑠𝑝𝑘 is the spark timing, 𝑖 is the number of training points, and 𝑡 is the time step. 

Figure 4.13 shows the prediction of spark timing against the actual spark timing for 9 

training points. Figure 4.14 shows the ARE as the number of training points increases. As 

expected, the ARE decreases as the number of training points increases.  

The model is converged using only 13 training points. Adding more training 

points does not improve the prediction accuracy. Figure 4.15 compares the predicted and 

actual spark timing profile at the 13th iteration. The difference between these two profiles 

is very small. 

4.3.2 Cylinder Pressure Profile Prediction using NARX Neural Networks 

In this section, we demonstrate the capability of NARX-NN to predict and 

simulate periodic and highly nonlinear dynamic profiles with a small number of training 
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profiles.  For that we simulate the cylinder pressure profile corresponding to the desired 

torque profile discussed earlier in this chapter. The process is similar to the spark timing 

prediction. However, the output is the cylinder pressure profile (Figure 4.10).  

The synthetic cylinder pressure profiles which are used to train the NARX-NN 

correspond to the training torque and spark timing profiles discussed in the previous 

section. These profiles are recorded from cylinder one at every 2ms from 5 to 6s. A small 

time-step is used so that we capture small variations of pressure in the cylinder within 

one second as the spark timing retards. The input to the NARX-NN is torque sequence 

(time trajectory) and the output is the cylinder pressure sequence. The number of hidden 

layers and epochs are 10 and 250, respectively. The number of neurons of each hidden 

layer is 10. A tapped delay line with 50 delays (equivalent to 100 ms) is used for both 

input and output. The goal is to predict the remaining sequences (450 sequences) of 

cylinder pressure profile. The selected training parameters are reasonable as the 

prediction performance (MSE) stabilizes at its minimum very quickly.  

Figure 4.16 shows the neural network training log when 9 training points are 

used. As mentioned before, the model trained for 250 epochs. Figure 4.17 shows the 

MSE decrease with the number of epochs. Figure 4.18 compares the targeted and 

predicted training points (top plot) and the error between them (bottom plot). It is 

observed that the errors are very small for the entire time series. 

Figures 4.19 and 4.20 compare the target and predicted cylinder pressure profiles 

and the error between them, respectively. It is observed that the NARX-NN predicted the 

target cylinder pressure profile with very good accuracy. The average error is less than 

0.1 bar and the maximum absolute error is approximately 1 bar. 
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4.4 Summary 

Two new iterative methods were developed to determine the spark timing profile 

for a spark-ignition engine to achieve a desired engine torque profile during a tip-out 

maneuver. The first method uses time-dependent metamodeling based on SVD and 

Kriging. The spark timing profiles are described by a third-order polynomial as a function 

of time using three unknown coefficients. A design of the three unknown coefficients is 

generated using a DOE which provides groups of design points with space-filling 

properties by themselves and in unions. Each design site defines a spark timing profile 

which is then used to generate an engine torque profile by running the GT–Power engine 

simulation software. To improve accuracy and efficiency (i.e. minimize the number of 

GT-Power runs), the design sites which result in engine misfire are removed from the 

training set. A spark-ignition engine example was used to demonstrate the proposed 

approach. The results showed good accuracy in determining the spark timing profile to 

produce a desired torque profile. This was achieved with only 32 runs (8 groups of 4 

design sites each) of GT-Power. 

The second method uses NARX Neural Networks to predict the spark timing 

profile and cylinder pressure profile corresponding to a desired torque profile. Sixty four 

design sites were provided using the group-based space-filling DOE algorithm and 

consequently 64 synthetic spark timing profiles and their corresponding torque profiles 

were generated using GT-power. The profiles with misfiring conditions were removed. A 

neural network was used with 25 hidden layers and 10 neurons in each hidden layer while 

the NARX model used 10 tapped delay lines. The sequential process of prediction started 

with 8 initial training profiles and the model converged using 13 training profiles.  
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Finally, for the prediction of a cylinder pressure profile, the NARX-NN model 

was setup using 50 tapped delay lines, 10 hidden layers with 10 neurons in each hidden 

layer and 250 epochs. The sequential process of prediction started by 8 initial training 

profiles and the model converged using 9 training profiles. 

The time-dependent metamodels were able to predict the spark timing profile 

accurately. However, the NARX-NN model converged faster with a smaller number of 

training profiles and with a higher accuracy. It should also be noted that the NARX-NN 

model can be trained with test data if simulation tools are not available. 

 

 

Table 4.1: Important engine parameters 

Parameter name Values and descriptions 

Displacement 2.0 [L] 

Number of cylinders 4 

Bore / Stroke 86 / 86.07 [mm] 

Compression ratio 9.5:1 

Max. intake valve lift 10.2 [mm] 

Max. exhaust valve lift 10.2 [mm] 

Allowed ICL phasing range 440 to 500 degCA aTDCF 

Allowed ECL phasing range 220 to 280 degCA aTDCF 

Fuel injection type Port Fuel Injection 
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Table 4.2: Range of spark timing profile coefficients in the DOE 

Input parameter 𝑑ଵ 𝑑ଶ 𝑑ଷ 

Low limit 0 0 -100 

Upper limit 100 100 100 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

Figure 4.1: Example of transient tip-out maneuver at constant engine 
speed using fuel map input 
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Figure 4.2: Flowchart of proposed methodology (method 1) 
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Figure 4.3: Spark timing profiles (left) and corresponding engine torque 
profiles (right) for first iteration 

Figure 4.4: An example of engine transient maneuver with misfire 



110 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 4.5: Spark timing and torque profiles at iteration four 

Figure 4.6: Spark timing prediction at fourth iteration 
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Figure 4.7: Calculation of 𝒕𝒆𝒓𝒓 and ∆𝑻𝒑𝒓𝒆𝒅 at fourth iteration 

 Figure 4.8: Spark timing prediction at fifth iteration 
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Figure 4.9: Comparison between desired and predicted spark timing at 
iteration 8 
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Figure 4.10: Flowchart of proposed methodology to generate spark timing profile 
using NARX (method 2) 



114 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 4.11: Neural network training summary using 8 training points 
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Figure 4.12: Predicted vs. actual spark timing using 8 training points 

Figure 4.13: Predicted vs. actual spark timing using 9 training points 
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Figure 4.15: Comparison between actual and predicted spark timings for converged 
model at iteration 13 

  

Figure 4.14: Average relative error for different number of training points 
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Figure 4.16: Neural network training log using 9 training points 
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Figure 4.17: Training performance using 9 training points 

Figure 4.18: Response of output element 1 for time series 1 
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Figure 4.20: Difference between target and predicted cylinder pressure 

Figure 4.19: Comparison between target and predicted cylinder pressure profiles 
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CHAPTER FIVE 

CONTRIBUTIONS AND FUTURE WORK 
 
 
 

5.1 Dissertation Contributions 

The contributions of this research relate to developing analytical capabilities using 

time-independent and time-dependent metamodeling to obtain first I.C. engine fuel maps 

and second the required spark timing profile to achieve a desired engine torque profile 

during a tip-out maneuver. The developed metamodels use only a small number of 

expensive engine simulation runs making them very attractive and useful in engine 

development. Below are specific contributions. 

 A new process was introduced to generate an engine fuel map for full load and 

part load conditions with less computational effort while maintaining accuracy. The 

developed approach reduces the computational time to generate an I.C. engine fuel 

map by a factor of 14 compared to heuristically optimized conventional methods used 

by the industry. At full load conditions, a small number of DOE points (121 points) 

was enough to generate the wide-open throttle (WOT) curve. At part load conditions, 

only 110 DOE points were used to train the developed metamodels compared to 

almost 3000 points existing approaches require.  

 Two new iterative methods were introduced to determine the spark timing profile 

for a spark-ignition engine to achieve a desired engine torque profile during a tip-out 

maneuver using an iterative sequence. Both methods use time-dependent 

metamodeling. The first method is based on SVD and Kriging. The developed SVD-

Kriging metamodel converged with acceptable accuracy after only 32 simulation runs 
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(training profiles). In the second method the spark timing profile corresponding to a 

desired torque profile was predicted using only 13 training profiles. 

 A NARX-NN metamodel was also developed to obtain the spark timing profile 

for a spark-ignition engine to achieve a desired engine torque profile during a tip-out 

maneuver. This approach outperformed the SVD-Kriging method in terms of 

accuracy and efficiency. Additionally, the NARX-NN is able to predict the highly 

nonlinear periodic cylinder pressure profile corresponding to a desired torque profile. 

5.2 Future Work 

 Apply the developed time-dependent metamodeling approaches to different 

engine configurations to further demonstrate their accuracy, efficiency and practical 

usefulness. 

 Demonstrate the value of the developed time-dependent metamodeling 

approaches in engine calibration to avoid the current costly and time consuming trial 

and error methods. 
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