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Abstract. We study connections between self-inversive and self-reciprocal polynomials, reduction theory of binary forms, minimal models of curves, and formally self-dual codes. We prove that if $X$ is a superelliptic curve defined over $\mathbb{C}$ and its reduced automorphism group is nontrivial or not isomorphic to a cyclic group, then we can write its equation as $y^n = f(x)$ or $y^n = xf(x)$, where $f(x)$ is a self-inversive or self-reciprocal polynomial. Moreover, we state a conjecture on the coefficients of the zeta polynomial of extremal formally self-dual codes.

1. Introduction

Self-inversive and self-reciprocal polynomials have been studied extensively in the last few decades due to their connections to complex functions and number theory. In this paper we explore the connections between such polynomials to algebraic curves, reduction theory of binary forms, and coding theory. While connections to coding theory have been explored by many authors before we are not aware of any previous work that explores the connections of self-inversive and self-reciprocal polynomials to superelliptic curves and reduction theory.

In Section 2, we give a geometric introduction to inversive and reciprocal polynomials of a given polynomial. We motivate such definitions via the transformations of the complex plane which is the original motivation to study such polynomials. It is unclear who coined the names inversive, reciprocal, palindromic, and antipalindromic, but it is obvious that inversive come from the inversion $z \mapsto \frac{1}{\bar{z}}$ and reciprocal from the reciprocal map $z \mapsto \frac{1}{z}$ of the complex plane.

We take the point of view of the reduction theory of binary forms. While this is an elegant and beautiful theory for binary quadratics, it is rather technical for higher degree forms. However, the inversion plays an important role on reduction as can be seen from section 2 and from [5] and [2]. We are not aware of other authors have explored the connection between reduction theory and self-inversive and self-reciprocal polynomials before even though the overlap is quite obvious.

We state some of the main results of self-inversive polynomials including the middle coefficient conjecture (2.3) and results on the location of the roots of such polynomials. Self-inversive polynomials over $\mathbb{Q}$, $\mathbb{R}$, and $\mathbb{C}$ are discussed and a few recent results on the height of such polynomials. The normal references here are...
Further, we discuss the roots of the self-inversive polynomials. There is a huge amount of literature on this topic including several conjectures. It is the location of such roots that makes self-inversive polynomials interesting in reduction theory, coding theory, and other areas of mathematics. An attempt at a converse to this conjecture is discussed in §2.2.

In Section 3 it is given an account of how self-inversive polynomials can be used to determine minimal polynomials of superelliptic curves with extra automorphisms. This is a new idea spurred by Beshaj’s thesis [2] and [1] and has some interesting relations between two different areas of mathematics, namely the theory of algebraic curves and the theory of self-inversive polynomials. Further details in this direction are planned in [5]. In this section we prove that for any superelliptic curve with reduced automorphism group not trivial and not isomorphic to a cyclic group we can write the equation of the curve as $y^n = f(x)$ or $y^n = xf(x)$, where $f(x)$ is a palindromic, antipalindromic, or self-inversive polynomial. Indeed, we can say more since in each case when the automorphism group of the curve we can determine the polynomial $f(x)$ specifically.

In Section 4 we explore connections of self-inversive and self-reciprocal polynomials to reduction theory of binary forms. We show that self-inversive polynomials which have all roots on the unit circle correspond to the totally real forms. The reduction theory for such forms is simpler than for other forms since the Julia quadratic of any degree $n$ form $f(x, y)$ is a factor of a degree $(n-1)(n-2)$ covariant $G_f(x, y)$ given in terms of the partial derivatives of $f$; see [1]. We prove that for $f$ palindromic, $G_f$ is self-inversive and if $f$ is palindromic of odd degree then $G_f$ is palindromic. Moreover, we determine explicitly which self-inversive polynomials $f$ with all roots on the unit circle are reduced.

In Section 5 we discuss the Riemann hypothesis for formal weight enumerators of codes and its relation to the self-inversive polynomials. We state several open problems which relate to Riemann hypotheses for extremal formal weight enumerators of codes.

Most of the results obtained here, with the necessary adjustments, can be extended to curves defined over fields of positive characteristic. In [21] equations of superelliptic curves are also determined over such fields. The main question that comes from the connection between self-inversive and self-reciprocal polynomials and reduction theory is whether such polynomials are actually reduced. In other words, if $f(x, y)$ is a primitive form which is self-reciprocal or self-inversive, is it true that $f(x, y)$ is reduced? This question is addressed in [5].

Acknowledgments: We would like to thank Lubjana Beshaj for helpful conversations and explaining to us the reduction theory of self-inversive and self-reciprocal forms.

2. Self-inversive polynomials

Let $\mathbb{P}^1$ be the Riemann sphere and $\text{GL}_2(\mathbb{C})$ the group of $2 \times 2$ matrices with entries in $\mathbb{C}$. Then $\text{GL}_2(\mathbb{C})$ acts on $\mathbb{P}^1$ by linear fractional transformations. This action is a transitive action, i.e. has only one orbit. Consider now the action of $\text{SL}_2(\mathbb{R})$ on the Riemann sphere. This action is not transitive, because for $M =$
\((\alpha \ \beta \\
\gamma \ \delta) \in \text{SL}_2(\mathbb{R})\) we have

\[
\text{Im}(Mz) = \frac{(\alpha \delta - \beta \gamma)}{|\gamma z + \delta|^2} \text{Im} (\ z).
\]

Hence, \(z\) and \(Mz\) have the same sign of imaginary part when \(\det(M) = 1\). The action of \(\text{SL}_2(\mathbb{R})\) on \(\mathbb{P}^1\) has three orbits, namely \(\mathbb{R} \cup \infty\), the upper half plane, and the lower-half plane. Let \(\mathcal{H}_2\) be the complex upper half plane, i.e.

\[
\mathcal{H}_2 = \left\{ z = x + iy \in \mathbb{C} \mid \text{Im} (\ z) > 0 \right\} \subset \mathbb{C}.
\]

The group \(\text{SL}_2(\mathbb{R})\) preserves \(\mathcal{H}_2\) and acts transitively on it, since for \(g \in \text{SL}_2(\mathbb{R})\) and \(z \in \mathcal{H}_2\) we have

\[
\text{Im}(gz) = \frac{\text{Im} z}{|\gamma z + \delta|^2} > 0
\]

The modular group \(\Gamma = \text{SL}_2(\mathbb{Z})/\{\pm I\}\) also acts on \(\mathcal{H}_2\). This action has a fundamental domain \(\mathcal{F}\)

\[
\mathcal{F} = \left\{ z \in \mathcal{H}_2 \mid |z|^2 \geq 1 \text{ and } |\text{Re}(z)| \leq 1/2 \right\}
\]

Consider now all binary quadratic forms with real coefficients. A quadratic form \(f \in \mathbb{R}[x,y]\) has two complex roots (conjugate of each other) if \(f\) is positive definite. Hence, we have a one to one correspondence between positive definite quadratic forms and points of \(\mathcal{H}_2\). For a given \(f \in \mathbb{R}[x,y]\), let \(\xi(f)\) denote the zero of \(f\) in \(\mathcal{H}_2\). This is called zero map. The positive definite binary form \(f\) has minimal coefficients if and only if \(\xi(f) \in \mathcal{F}\); see [1] for details.

The group \(\text{SL}_2(\mathbb{R})\) acts on the set of positive definite quadratic forms by linear changes of coordinates. Moreover, the zero map \(f \mapsto \xi(f)\) is equivariant under this action. In other words, \(\xi(f^M) = \xi(f)^M\), for any \(M \in \text{SL}_2(\mathbb{R})\). Hence, to reduce a binary quadratic \(f\) with integer coefficients we simply compute \(\xi(f)\) and then determine \(M \in \Gamma\) such that \(\xi(f)^M \in \mathcal{F}\). Then, the quadratic \(f^M\) has minimal coefficients.

This approach can be generalized to higher degree forms \(f \in \mathbb{R}[x,y]\). Then \(f(x,y)\) is a product of linear and quadratic factors over \(\mathbb{R}\). In studying roots of \(f(x,y)\) we are simply concerned with roots in the upper half plane \(\mathcal{H}_2\). The zero map can also be defined in this case, but its definition is much more technical. The interested reader can check [1] or [2] for details.

Hence the problem of finding a form equivalent to \(f\) with minimal coefficients becomes equivalent to determine a matrix \(M \in \Gamma\) such that \(\xi(f)^M \in \mathcal{F}\). The generators of the modular group \(\Gamma\) are the matrices

\[
S = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \text{ and } T = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix}
\]

which correspond to transformations \(z \rightarrow -\frac{1}{z}\) and \(z \rightarrow z + 1\). Next, we will see the geometry of some of these transformations which play an important role in this process.

Let \(\sigma(z) = \frac{1}{z}\) be the reciprocal map of the complex plane. Then,

\[
\sigma(a + bi) = \frac{1}{|z|^2} (a - bi)
\]
Hence, on the unit circle \( U = \{ z \in \mathbb{C}, |z| = 1 \} \) the reciprocal map becomes simply the complex conjugation. From this we see that to the geometric inversion of the unit circle corresponds the \textbf{inversion map}

\[
\tau : z \to \frac{1}{\bar{z}}
\]

which sends points \( z \in \mathcal{H}_2 \) inside the unit circle \( U \) to points in \( z' \in \mathcal{H}_2 \) with the same argument as \( z \) and \( |z| \cdot |z'| = 1 \). It fixes points on the unit circle \( U \) and bring them in the fundamental domain. We are interested in forms \( f(x, y) \) which are fixed by this transformation. Hence, we are interested in polynomials \( f(z, 1) \) whose set of roots is fixed by \( \tau(z) \).

For a degree \( n \) polynomial \( f(z) \in \mathbb{C}[z] \), the \textbf{inversive} of \( f \) is called the function \( f^*(z) = z^n f \left( \frac{1}{z} \right) \). A polynomial \( f \) will be called \textbf{self-inversive} if \( f = f^* \). We can make this definition more precise.

Let \( p(z) \in \mathbb{C}[z] \) such that

\[
p(z) = \sum_{i=0}^{n} a_i z^i.
\]

Then, \( p(z) \) is called self-inversive if its set of zeroes is fixed by the inversion map \( \tau(z) = 1/\bar{z} \). Thus, the set of roots is

\[
\left\{ \alpha_1, \ldots, \alpha_n, \frac{1}{\alpha_1}, \ldots, \frac{1}{\alpha_n} \right\}
\]

and then \( p(z) \) is given by

\[
p(z) = a_n \prod_{i=1}^{n} \left( z^2 - \left( \alpha_i + \frac{1}{\bar{\alpha}_i} \right) z + \frac{\alpha_i}{\bar{\alpha}_i} \right),
\]

Let us denote by \( \bar{p}(z) \) the \textbf{conjugate polynomial} of \( p(z) \), namely

\[
\bar{p}(z) := \sum_{i=0}^{n} \bar{a}_i z^i.
\]

Then, we have the following; see [20].

**Lemma 1.** If \( p(z) \) be given as in Eq. (2.1). The following are equivalent:

1. \( p(z) \) is self-inversive
2. For every \( z \in \mathbb{C} \setminus \{0\} \),
   \[
   \bar{a}_n p(z) = a_0 z^n \bar{p} \left( \frac{1}{z} \right)
   \]
3. For every \( z \in \mathbb{C} \setminus \{0\} \),
   \[
   p(z) = w \cdot z^n \cdot \bar{p} \left( \frac{1}{z} \right),
   \]
   where \( |w| = 1 \).
4. For \( j = 0, 1, \ldots, n \),
   \[
   a_0 \bar{a}_j = \bar{a}_n a_{n-j}
   \]

Moreover, if \( p(z) \) is self inverse then

1. \( |a_i| = |a_{n-i}| \) for all \( i = 0, \ldots, n \).
(2) \( \overline{a}_n [n p(z) - z p'(z)] = a_0 z^{n-1} p' (\frac{1}{z}) \), for each \( z \in \mathbb{C} \)

(3) \( |n \cdot z p(z) - 1| = 1 \), for each \( z \in U \).

Studying roots of the self-inversive polynomials is an old problem which has been studied by many authors. A classical result due to Cohn states that a self-inversive polynomial has all its zeros on the unit circle if and only if all the zeros of its derivative lie in the closed unit disk.

For \( p(z) \in \mathbb{C}[z] \) we let ||\( p(z) || \) denote the maximum modulus of \( p(z) \) on the unit circle. In [20] it is proved the following

**Theorem 1.** If \( p(z) = \sum_{i=0}^{n} a_i z^i \), \( a_n \neq 0 \), is a self-inversive polynomial which has all the zeroes on \( |z| = 1 \), then

\[
|a_i| \leq \frac{||p||}{2}
\]

for each \( i \neq \frac{n}{2} \) and \( |a_{n/2}| \leq \frac{\sqrt{2}}{2}||p|| \).

From the above theorem we can see that the middle coefficient is special. The *middle coefficient conjecture* says that for \( p(z) \) as in the above theorem, it is conjectured that

\[
|a_{n/2}| \leq ||p||
\]

If \( n \) is even then the middle coefficient conjecture is true when \( |a_{n/2}| \leq 2|a_n| \); see [20, pg. 334] for details.

The following theorem holds; see [25], [16] for details.

**Theorem 2.** Let \( p \in \mathbb{C}[x] \) be a degree \( n \) self-inversive polynomial. If

\[
|a_{n-\lambda}| > \frac{1}{2} \frac{n}{n-2\lambda} \sum_{k=0, k \neq \lambda, k \neq n-\lambda}^{n} |a_k|
\]

for some \( \lambda < \frac{n}{2} \), then \( p(z) \) has exactly \( n - 2\lambda \) non-real roots on the unit circle.

If \( n \) is even and \( \lambda = \frac{n}{2} \), then \( p(z) \) has no roots on the unit circle if

\[
|a_{n/2}| > 2 \sum_{k=0, k \neq n/2}^{n} |a_k|
\]

For a proof see [25]. If \( \lambda = 0 \) this correspond to a result of Lakatos and Losonczi [16] which says that a self-inversive polynomial with non-zero discriminant has all roots on the unit circle if

\[
|a_n| \geq \frac{1}{2} \sum_{k=1}^{n} |a_k|.
\]

There is a huge amount of literature on bounding the roots or the coefficients of polynomials or finding polynomials which have bounded coefficients. Most of that work relates to Mahler measure and related works. There was another approach by Julia [15] which did not gain the attention it deserved. Lately there are works of Cremona and Stoll in [24], Beshaj [1, 2], and others who have extended Julia’s method and provide an algorithm of finding the polynomial (up to a coordinate change) with the smallest coefficients. The first paragraph of this section eludes to that approach.
2.1. Reciprocal polynomials. For a degree \( n \) polynomial \( f(z) \in \mathbb{C}[z] \), its \textbf{reciprocal} is called the polynomial \( f^\times(z) = z^n f\left(\frac{1}{z}\right) \). A polynomial is called \textbf{self-reciprocal} or \textbf{palindromic} if \( f = f^\times \) and it is called \textbf{anti-palindromic} if \( f = -f^\times \).

If \( p(z) \in \mathbb{C}[z] \) be a polynomial such that its set of roots is fixed by reciprocal map \( \sigma(z) \), say \( S = \{\alpha_1, \ldots, \alpha_s, \frac{1}{\alpha_1}, \ldots, \frac{1}{\alpha_s}\} \), then \( f(z) \) is palindromic or antipalindromic polynomial. Due to the properties of the binomial coefficients the polynomials \( P(x) = (x + 1)^n \) are palindromic for all positive integers \( n \), while the polynomials \( Q(x) = (x - 1)^n \) are palindromic when \( n \) is even and anti-palindromic when \( n \) is odd. Also, cyclotomic polynomials are palindromic.

What if we would like some kind of invariant of the reciprocal map \( z \mapsto 1/z \)? Consider the transformation \( \alpha(z) = z + \frac{1}{z} \). Obviously, \( \alpha(1/z) = z \). When considered as a function \( \alpha : \mathbb{C} \to \mathbb{C} \) this is a 2 to 1 map since both \( z \) and \( 1/z \) go to the same point. Considered on each one of the three orbits of \( SL_2(\mathbb{R}) \) in \( \mathbb{C} \) we have the following: \( \alpha \) sends the upper half-plane \( \mathcal{H}_2 \) onto the complex plane \( \mathbb{C} \) except for \([-\infty, 2] \) and \([2, \infty) \) which are doubly covered by \( \mathbb{R} \setminus \{0\} \). We organize such actions in the following Lemma:

**Lemma 2.** For any polynomial \( p(z) = \sum_{i=0}^{n} a_i z^i \) of degree \( n = 2s \) the following are equivalent:

1. The coefficients of \( p(z) \) satisfy \( a_i = a_{n-i}, \) for all \( i = 0, \ldots, n \).
2. There exists a polynomial \( q(z) \) such that \( p(z) = z^s q\left(\frac{1}{z}\right) \).
3. There exists some polynomial \( q(z) \) of degree \( m \geq 1 \) such that \( p(z) = z^m \cdot g\left(z + \frac{1}{z}\right) \).

For a proof see [13] among other papers. Hence, any polynomial \( f(z) \) satisfying any of the properties of the Lemma is self-reciprocal.

Next we list some properties of palindromic and antipalindromic polynomials. Their proofs are elementary and we skip the details.

**Remark 1.** Here are some general properties of palindromic and anti-palindromic polynomials:

1. For any antipalindromic polynomial \( p(z) = \sum_{i=0}^{n} a_i z^i \), \( a_i = -a_{n-i} \), for all \( i = 0, \ldots, n \).
2. For any polynomial \( f \), the polynomial \( f + f^\times \) is palindromic and the polynomial \( f - f^\times \) is antipalindromic.
3. The product of two palindromic or antipalindromic polynomials is palindromic.
(4) The product of a palindromic polynomial and an antipalindromic polynomial is antipalindromic.
(5) A palindromic polynomial of odd degree is a multiple of \( x + 1 \) (it has -1 as a root) and its quotient by \( x + 1 \) is also palindromic.
(6) An antipalindromic polynomial is a multiple of \( x - 1 \) (it has 1 as a root) and its quotient by \( x - 1 \) is palindromic.
(7) An antipalindromic polynomial of even degree is a multiple of \( x^2 - 1 \) (it has -1 and 1 as roots) and its quotient by \( x^2 - 1 \) is palindromic.

The following lemma shows an important correspondence among the pairs of roots \((\alpha, \frac{1}{\alpha})\) of \( f(z) \) and real roots of \( g \left( z + \frac{1}{2} \right) \). Polynomials \( f(z) \) which have all roots on the units circle correspond to \( g \left( z + \frac{1}{2} \right) \) which have all real roots. When homogenized the corresponding forms are called totally real forms (cf. Section 4).

**Lemma 3.** Let \( f(z) = \sum_{i=0}^{n} a_i z^i \) be a palindromic polynomial and \( g(z) \in \mathbb{C}[z] \) such that \( f(z) = z^m g(z + 1/z) \). Denote by \( S_f \) the set of pairs of roots of \( f(z) \) on \( U \),

\[
S_f = \left\{ \left( \alpha, \frac{1}{\alpha} \right), \text{ such that } |\alpha| = 1 \text{ and } f(\alpha) = 0 \right\}
\]

and by \( S_g \) the set of roots of \( g(z) \) in \([-2, 2]\). There is a one-to-one correspondence between \( S_f \) and \( S_g \).

**Proof.** The proof is rather elementary. If \(|z| = 1\) then \( z = \cos \theta + i \sin \theta \), for some \( \theta \). Then, \( \alpha(z) = 2 \cos \theta \) is in the interval \([-2, 2]\). Conversely, if \( t \in [-2, 2] \) then \( t = 2 \cos \theta \) for some \( \theta \). Hence, \( t = z + 1/z \), where \( z = \cos \theta \pm i \sin \theta \). \( \square \)

Notice that the inversion \( z \mapsto 1/z \) induces an involution on the group of symmetries of a palindromic polynomial. Hence, the Galois group of such polynomials is non-trivial. We will see in the next section how such involution among the roots of \( f(x) \) induces automorphisms for algebraic curves with affine equation \( y^n = f(x) \).

A polynomial \( f(z) = \sum_{i=0}^{n} a_i z^i \) is called **quasi-palindromic** if

\[
|a_i| = |a_{n-i}|
\]

for all \( i = 0, \ldots, n \).

The following Lemma will be used in the next section.

**Lemma 4.** Let \( f, g \in \mathbb{C}[x] \) with no common factor. If \( f \) and \( g \) are self-inversive then \( fg \) is a self-inversive. If \( f \) and \( g \) are quasi-palindromic, then \( fg \) is quasi-palindromic.

**Proof.** The proof is an immediate consequence of the definitions. Since the set of roots of \( f \) and \( g \) contain all \( z \) and \( \frac{1}{2} \) (resp. \( z \) and \( \pm \frac{1}{2} \)), then so would contain their union, which is the set of roots of \( fg \). \( \square \)

**Remark 2.** A polynomial with real coefficients all of whose complex roots lie on the unit circle in the complex plane (all the roots are unimodular) is either palindromic or antipalindromic.

### 2.2. Self-reciprocal polynomials over the reals.

Here is a basic fact about even degree self-reciprocal polynomials; see [8], §2.1; see also [18]. The degree \( d = 2n \) polynomial \( p(z) \) is self-reciprocal if and only if it can be written

\[
p(z) = z^n \cdot (a_n + a_{n+1} \cdot (z + z^{-1}) + \cdots + a_{2n} \cdot (z^n + z^{-n})),
\]
if and only if it can be written
\begin{equation}
\label{2.4}
p(z) = a_{2n} \cdot \prod_{k=1}^{n} (1 - \alpha_k z + z^2),
\end{equation}
for some real \( \alpha_k \in \mathbb{R} \).

Note that \( g(z) = 1 - \alpha z + z^2 \) has roots on the unit circle if and only if the roots are of the form \( e^{\pm i \theta} \), for some \( \theta \), in which case, \( \alpha = 2 \cos(\theta) \).

For the rest of this section we denote by \( p(z) = \sum_{i=0}^{n} a_i z^i \) a degree \( n \) self-reciprocal polynomial, where \( n = 2d \) or \( n = 2d + 1 \). The answer to the following question is unknown at this time: for which increasing sequences \( e \) are of the form \( (2.6) \) and which also implies the polynomial is symmetric increasing. For instance, we obtained by Problem 3 below, we look for a bound which is more general than \( (2.6) \) so that \( \alpha \) does not. Similarly, we have

\begin{equation}
\label{2.7}
(z^d - 1 - 2 \cos(\theta_k)z + z^2)?
\end{equation}

It is clear that, in a product such as \( (2.4) \), with all its roots on the unit circle so \( -2 \leq \alpha_k \leq 2 \), we have
\begin{equation}
\label{2.5}
0 < a_0 \leq a_1 \leq \cdots \leq a_n, \quad a_{n-i} = a_{n+i},
\end{equation}
for all \( i \in \{0, 1, 2, \ldots, n\} \), provided the collection \( \alpha_j \)'s satisfy
\begin{equation}
\label{2.6}
\alpha_k \leq -1.
\end{equation}

A self-reciprocal polynomial satisfying \( (2.5) \) is called symmetric increasing. Motivated by Problem 3 below, we look for a bound which is more general than \( (2.6) \) and which also implies the polynomial is symmetric increasing. For instance, we observe that the following result can be used inductively to establish a generalization of \( (2.6) \).

\textbf{Lemma 5.} Let \( p(z) \) be as above. To multiply \( p(z) \) by \( 1 - \alpha x + x^2 \) \( (-2 \leq \alpha \leq 2) \), and still have the new coefficients satisfy a symmetric increasing condition such as in \( (2.5) \), we require
\begin{equation}
\label{2.7}
(a_i, a_{i+1}, a_{i+2}, a_{i+3}) \cdot (1, -1 - \alpha, 1 + \alpha, -1) \leq 0,
\end{equation}
for all \( i \leq d \). In particular, if \( a_i = a \), \( a_{i+1} = a + \epsilon_1 \), \( a_{i+2} = a + \epsilon_2 \), \( a_{i+3} = a + \epsilon_3 \) then \( (2.7) \) holds if
\[ \epsilon_2 \leq \frac{\epsilon_1 + \epsilon_3}{2}. \]

\textbf{Proof.} This is verified simply by multiplying out \( p(z)(1 - \alpha x + x^2) \), so omitted. \qed

The examples below illustrate how sensitive \( (2.5) \) is to the size of the \( \alpha_j \)'s.

\textbf{Example 1.} We have
\begin{equation}
(1 + 1.05 x + x^2)(1 - 0.28 x + x^2)(1 + 1.25 x + x^2) = x^6 + 2.02 x^5 + 3.6685 x^4 + 3.6725 x^3 + 3.6685 x^2 + 2.02 x + 1,
\end{equation}
which satisfies \( (2.5) \), but change the 0.28 to 0.3 and
\begin{equation}
(1 + 1.05 x + x^2)(1 - 0.30 x + x^2)(1 + 1.25 x + x^2) = x^6 + 2.02 x^5 + 3.6225 x^4 + 3.60625 x^3 + 3.6225 x^2 + 2 x + 1,
\end{equation}
does not. Similarly, we have
\begin{equation}
(1 + 1.05 x + x^2)(1 - 0.3 x + x^2)(1 + 1.25 x + x^2)(1 - 0.6 x + x^2) = x^8 + 1.4 x^7 + 3.4225 x^6 + 3.43275 x^5 + 5.08125 x^4 + 3.43275 x^3 + 3.4225 x^2 + 1.4 x + 1,
\end{equation}
which satisfies (2.5), but change the 0.6 to 0.7 and
\[(1 + 1.05x + x^2)(1 - 0.3x + x^2)(1 + 1.25x + x^2)(1 - 0.7x + x^2) =
\]
\[x^8 + 1.3x^7 + 3.2225x^6 + 3.0705x^5 + 4.720625x^4 + 3.0705x^3 + 3.2225x^2 + 1.3x + 1,
\]
does not.

The polynomial
\[(1 + 1.5x + x^2)(1 + 0.2x + x^2)(1 + 0.1x + x^2) = x^6 + 1.8x^5 + 3.47x^4 + 3.63x^3 + 3.47x^2 + 1.8x + 1
\]
satisfies (2.5), as does
\[(1 + 1.5x + x^2)(1 + 0.2x + x^2)(1 + 0.1x + x^2)(1 - 0.5x + x^2) =
\]
\[x^8 + 1.3x^7 + 3.57x^6 + 3.695x^5 + 5.125x^4 + 3.695x^3 + 3.57x^2 + 1.3x + 1
\]
but change the 0.5 to 0.6 and the product
\[(1 + 1.5x + x^2)(1 + 0.2x + x^2)(1 + 0.1x + x^2)(1 - 0.6x + x^2) =
\]
\[x^8 + 1.2x^7 + 3.39x^6 + 3.348x^5 + 4.762x^4 + 3.348x^3 + 3.39x^2 + 1.2x + 1
\]
does not.

The polynomial
\[(1 + 0.1x + x^2)(1 + 0.2x + x^2)(1 + 0.3x + x^2)(1 + 0.92x + x^2) =
\]
\[x^8 + 1.52x^7 + 4.662x^6 + 4.6672x^5 + 7.32952x^4 + 4.6672x^3 + 4.662x^2 + 1.52x + 1
\]
satisfies (2.5), but change the 0.92 to 0.91 and
\[(1 + 0.1x + x^2)(1 + 0.2x + x^2)(1 + 0.3x + x^2)(1 + 0.91x + x^2) =
\]
\[x^8 + 1.51x^7 + 4.656x^6 + 4.6361x^5 + 7.31746x^4 + 4.6361x^3 + 4.656x^2 + 1.51x + 1
\]
does not.

The above lemma holds, namely the condition (2.7), because
\[(1 + 0.1x + x^2)(1 + 0.2x + x^2)(1 + 0.3x + x^2)(1 + 0.999x + x^2) =
\]
\[x^{10} + 2.519x^9 + 7.18048x^8 + 10.844538x^7 + 16.6540528x^6 +
\]
\[+16.65659048x^5 + 16.6540528x^4 + 10.844538x^3 + 7.18048x^2 + 2.519x + 1
\]
satisfies (2.5), but change the 0.999 to 0.99 and
\[(1 + 0.1x + x^2)(1 + 0.2x + x^2)(1 + 0.3x + x^2)(1 + 0.99x + x^2) =
\]
\[x^{10} + 2.51x^9 + 7.1668x^8 + 10.80258x^7 + 16.612048x^6 +
\]
\[+16.5906248x^5 + 16.612048x^4 + 10.80258x^3 + 7.1668x^2 + 2.51x + 1
\]
does not.
3. Superelliptic curves and self-inversive polynomials

The following theorem connects self-reciprocal polynomials with a very special class of algebraic curves, namely superelliptic curves. We follow the definitions and notation as in [4].

Fix an integer \( g \geq 2 \). Let \( \mathcal{X}_g \) denote a genus \( g \) generic planar curve defined over an algebraically closed field \( k \) of characteristic \( p \geq 0 \). We denote by \( G \) the full automorphism group of \( \mathcal{X}_g \). Hence, \( G \) is a finite group. Denote by \( K \) the function field of \( \mathcal{X}_g \) and assume that the affine equation of \( \mathcal{X}_g \) is given by some polynomial in terms of \( x \) and \( y \).

Let \( H = \langle \tau \rangle \) be a cyclic subgroup of \( G \) such that \( |H| = n \) and \( H \) is in the center of \( G \), where \( n \geq 2 \). Moreover, we assume that the quotient curve \( \mathcal{X}_g/H \) has genus zero. The reduced automorphism group of \( \mathcal{X}_g \) with respect to \( H \) is called the group \( \overline{G} := G/H \), see [4].

Assume \( k(x) \) is the genus zero subfield of \( K \) fixed by \( H \). Hence, \( [K : k(x)] = n \). Then, the group \( \overline{G} \) is a subgroup of the group of automorphisms of a genus zero field. Hence, \( \overline{G} < PGL_2(k) \) and \( \overline{G} \) is finite. It is a classical result that every finite subgroup of \( PGL_2(k) \) is isomorphic to one of the following: \( C_m, D_m, A_4, S_4, A_5, \) semidirect product of an elementary Abelian group with cyclic group, \( PSL(2, q) \) and \( PGL(2, q) \).

The group \( \overline{G} \) acts on \( k(x) \) via the natural way. The fixed field of this action is a genus 0 field, say \( k(z) \). Thus, \( z \) is a degree \( |\overline{G}| = m \) rational function in \( x \), say \( z = \phi(x) \).

**Lemma 6.** Let \( \mathcal{X}_g \) be a superelliptic curve of level \( n \) with \(| \text{Aut} (\mathcal{X}_g) | > n \). Then, \( \mathcal{X}_g \) can be written as

\[
y^n = f(x^s), \quad \text{or} \quad y^n = x f(x^s)
\]

for some \( s > 1 \).

The proof goes similar as for the hyperelliptic curves as in [23]. Since below we display all equations of such curves in such form then the Lemma is obviously true.

Next we focus on studying the nature of the polynomial \( f(x) \) and its connections to self-inversive polynomials. We are assuming that the curves are of characteristic zero, so the reduced automorphism group is cyclic, dihedral, \( A_4, S_4, \) or \( A_5 \). The list of equations, including the full group of automorphisms, the dimension of the loci, and the ramification of the corresponding covers can be taken from [21].

**Theorem 3.** If the reduced automorphism group of a superelliptic curve \( \mathcal{X} \) is nontrivial or not isomorphic to a cyclic group, then \( \mathcal{X} \) can be written with the affine equation

\[
y^n = f(x) \quad \text{or} \quad y^n = x \cdot f(x)
\]

where \( f(x) \) is a palindromic or antipalindromic polynomial. If the reduced automorphism group is isomorphic to \( A_5 \), then \( f(x) \) is a quasi-palindromic polynomial.
Proof. If $\text{Aut}(X)$ is isomorphic to a dihedral group $D_{2m}$, then the equation of $X_g$ can be written as in one of the following cases

\[
y^n = F(x) := \prod_{i=1}^{\delta}(x^{2m} + \lambda_ix^m + 1)
\]
\[
y^n = (x^m - 1) \cdot F(x),
\]
\[
y^n = x \cdot F(x),
\]
\[
y^n = (x^{2m} - 1) \cdot F(x),
\]
\[
y^n = x(x^m - 1) \cdot F(x),
\]
\[
y^n = x(x^{2m} - 1) \cdot F(x),
\]

The polynomial $F(x)$ is palindromic from Lemma 2. The polynomials $x^m - 1$ and $x^{2m} - 1$ are antipalindromic. From Lemma 4 the products $(x^m - 1)F(x)$ and $(x^{2m} - 1)F(x)$ are antipalindromic. Hence, if the reduced automorphism group of a superelliptic curve is isomorphic to a dihedral group then the equation of the curve can be written as $y^2 = f(x)$ or $y^2 = xf(x)$, where $f(x)$ can be chosen to be a palindromic or antipalindromic polynomial.

If $\text{Aut}(X)$ is isomorphic to $A_4$, then the equation of $X_g$ can be written as in one of the following cases

\[
y^n = G(x)
\]
\[
y^n = (x^4 + 2i\sqrt{3}x^2 + 1) \cdot G(x),
\]
\[
y^n = (x^8 + 14x^4 + 1) \cdot G(x),
\]
\[
y^n = x(x^4 - 1) \cdot G(x),
\]
\[
y^n = x(x^4 - 1)(x^4 + 2i\sqrt{3}x^2 + 1) \cdot G(x),
\]
\[
y^n = x(x^4 - 1)(x^8 + 14x^4 + 1) \cdot G(x),
\]

where

\[
G(x) := \prod_{i=1}^{\delta}(x^{12} - \lambda_ix^{10} - 33x^8 + 2\lambda_ix^6 - 33x^4 - \lambda_ix^2 + 1)
\]

Notice that every factor of $G(x)$ is palindromic, hence $G(x)$ is also palindromic from Lemma 4. The polynomials $x^4 + 2i\sqrt{3}x^2 + 1$ and $x^8 + 14x^4 + 1$ are palindromic and therefore $(x^4 + 2i\sqrt{3}x^2 + 1)G(x)$ and $(x^8 + 14x^4 + 1)G(x)$ are palindromic. When multiplied by $x^4 - 1$ such polynomials become antipalindromic since $x^4 - 1$ is antipalindromic. So the equation of the curve can be written as $y^2 = f(x)$ or $y^2 = xf(x)$, where $f(x)$ can be chosen to be a palindromic or antipalindromic polynomial.
If \( \text{Aut} (X) \) is isomorphic to \( S_4 \), then the equation of \( X_g \) can be written as in one of the following cases

\[
\begin{align*}
\text{y}^n &= M(x) \\
\text{y}^n &= (x^8 + 14x^4 + 1) \cdot M(x) \\
\text{y}^n &= x(x^4 - 1) \cdot M(x) \\
\text{y}^n &= (x^8 + 14x^4 + 1) \cdot x(x^4 - 1) \cdot M(x) \\
\text{y}^n &= (x^{12} - 33x^8 - 33x^4 + 1) \cdot M(x) \\
\text{y}^n &= (x^{12} - 33x^8 - 33x^4 + 1) \cdot (x^8 + 14x^4 + 1) \cdot M(x) \\
\text{y}^n &= (x^{12} - 33x^8 - 33x^4 + 1) \cdot x(x^4 - 1) \cdot M(x) \\
\text{y}^n &= (x^{12} - 33x^8 - 33x^4 + 1) \cdot (x^8 + 14x^4 + 1) \cdot x(x^4 - 1)M(x)
\end{align*}
\]

where

\[
M(x) = \prod_{i=1}^{\delta} (x^{24} + \lambda_i x^{20} + (759 - 4\lambda_i)x^{16} + 2(3\lambda_i + 1228)x^{12} + (759 - 4\lambda_i)x^8 \\
+ \lambda_i x^4 + 1)
\]

Since every factor of \( M(x) \) is palindromic, then \( M(x) \) is palindromic. By Lemma 4 we have that the equation of the curve can be written as \( y^2 = f(x) \) or \( y^2 = xf(x) \), where \( f(x) \) can be chosen to be a palindromic or antipalindromic polynomial. The antipalindromic cases correspond exactly to the cases when \( x^4 - 1 \) appears as a factor.

Let \( \text{Aut} (X) \) is isomorphic to \( A_5 \). This case is slightly different from the other cases due to the fact that now the reduced group has an element of order 5 and \( f(x) \) will be written as a decomposition of \( x^5 \). So the change of coordinates \( x \mapsto -x \) will preserve the sign for odd powers and change it for even powers of \( x \).

Let \( \Lambda(x) \), \( Q(x) \), \( \psi(x) \) be as follows

\[
\Lambda(x) = \prod_{i=1}^{\delta} (x^{60} + a_1 x^{55} + a_2 x^{50} + a_3 x^{45} + a_4 x^{40} + a_5 x^{35} + a_6 x^{30} - a_5 x^{25} + a_4 x^{20} \\
- a_3 x^{15} + a_2 x^{10} - a_1 x^5 + 1)
\]

\[
a_1 = \lambda_i - 684 \\
a_2 = 55\lambda_i + 157434 \\
a_3 = 1205\lambda_i - 12527460 \\
a_4 = 13090\lambda_i + 77460495 \\
a_5 = 69585\lambda_i - 130689144 \\
a_6 = 134761\lambda_i - 33211924
\]

\[
Q(x) = x^{30} + 522x^{25} - 10005x^{20} - 10005x^{10} - 522x^5 + 1,
\]

\[
\psi(x) = x^4 + 2i\sqrt{3}x^2 + 1
\]
Then, the equation of $\mathcal{X}_g$ can be written as in one of the following cases

$$y^n = \Lambda(x)$$

$$y^n = x(x^{10} + 11x^5 - 1) \cdot \Lambda(x)$$

$$y^n = x(x^{20} - 228x^{15} + 494x^{10} + 228x^5 + 1)(x^{10} + 11x^5 - 1) \cdot \Lambda(x)$$

$$y^n = (x^{20} - 228x^{15} + 494x^{10} + 228x^5 + 1) \cdot \Lambda(x)$$

$$y^n = Q(x) \cdot \Lambda(x)$$

$$y^n = x(x^{10} + 11x^5 - 1) \cdot \psi(x) \cdot \Lambda(x)$$

$$y^n = (x^{20} - 228x^{15} + 494x^{10} + 228x^5 + 1) \cdot \psi(x) \cdot \Lambda(x)$$

$$y^n = (x^{20} - 228x^{15} + 494x^{10} + 228x^5 + 1)(x(x^{10} + 11x^5 - 1)) \cdot \psi(x) \cdot \Lambda(x)$$

Notice that $\Lambda(x)$ is a quasi-palindromic polynomial since all its factors are so. So are $Q(x), \psi(x)$ and the other factors. By Lemma 4 we can say that in this case the equation of the curve can be written as $y^2 = f(x)$ or $y^2 = xf(x)$, where $f(x)$ can be chosen to be a quasi-palindromic polynomial.

This completes the proof of the theorem. □

In [12] it is shown that if the group $H$ is unique in $G$ and the reduced group $G/H$ is not cyclic or nontrivial, then the field of moduli is a field of definition for superelliptic curves. In [3] and [5] it is explored the fact that most palindromic or self-inversive polynomials have minimal coefficients. So it is a natural question to investigate what is the relation between the minimal of definition of such curves, the minimal height as in [2], and the palindromic polynomial $f(x)$.

## 4. Self-reciprocal polynomials and reduction theory

Every stable binary form $f(z, y)$ of degree $n \geq 2$ correspond uniquely to a positive definite quadratic $\mathcal{J}_f$ called Julia quadratic; see [2]. Since positive definite quadratics have a unique zero in the upper half plane $\mathcal{H}_2$, then we associate the zero of $\mathcal{J}_f$ to the binary form $f$. This defines a map $\varepsilon$ from the set of degree $n$ binary forms to $\mathcal{H}_2$, which is called the zero map. A binary form $f(z, y)$ is called reduced if $\varepsilon(f) \in \mathcal{F}_2$. The size of the coefficients of a reduced binary form is bounded by its Julia invariant $\theta(f)$. If $f$ is a reduced form, we say that $f$ has minimal coefficients; see [2] for details.

There are no efficient ways to compute the Julia quadratic or the Julia invariant of a binary form of high degree (i.e. degree $> 6$). Moreover, there is no known method to express the Julia invariant $\theta(f)$ in terms of the generators of the ring of invariants of the degree $n$ binary forms (i.e. transvections of the form). However, as discussed in [2] the case when $f$ is totally real is much easier. A form is called totally real if it splits over $\mathbb{R}$.

Let $f \in \mathbb{C}[z]$ be a degree $n \geq 2$ polynomial. We denote by $f_*$ the corresponding form (homogenization of $f$) in $\mathbb{C}[z, y]$. $GL_2(\mathbb{C})$ acts on the space of degree $n$ binary forms. For a matrix $M \in GL_2(\mathbb{C})$ we denote by $f^M_*$ the action of $M$ on $f_*$. By $f^M$ we denote $f^M_*(z, 1).

**Lemma 7.** Let $f \in \mathbb{C}[z]$ and $M = \begin{bmatrix} 1 & -i \\ 1 & i \end{bmatrix}$. Then, $f_*$ is a totally real binary form if and only if $f^M$ has all roots in the unit circle.
Proof. The proof is rather elementary. The Möbius transformation $h(z) = Mz$ maps $\mathcal{H}_2$ onto the open unit disk. Moreover, it maps bijectively $U \setminus \{1\}$ to $\mathbb{R}$.

For reduction of totally real forms see [2] and [5].

**Theorem 4.** Let $f(z)$ be a self-inversive polynomial. Then the following are equivalent:

i) all roots of $f(z)$ are on the unit circle

ii) all roots of its derivative $f'(z)$ are on the unit disk

iii) $f^M_*$ is totally real form

Proof. The equivalence of i) and iii) is the above Lemma. The equivalence of i) and ii) is a result of Cohn.

It is interesting to see how the reduction is performed in such case. From [2] we have a polynomial $G_f$ associated to $f$. The Julia quadratic $J_f$ is the only quadratic factor of $G_f$ when factored over $\mathbb{R}$. Moreover, Beshaj [2] has proved that $G_f$ is very similar to a self-inversive polynomial. We describe briefly below

Let $f$ be a generic totally real form given by

$$f(x,y) = a_n x^n + a_{n-1} x^{n-1} y + \cdots + a_1 x y^{n-1} + a_0 y^n$$

where $a_0, \ldots, a_n$ are transcendental. Identify $a_0, \ldots, a_n$ respectively with $1, \ldots, n+1$. Then the symmetric group $S_{n+1}$ acts on $\mathbb{R}[a_0, \ldots, a_n][x,y]$ by permuting $a_0, \ldots, a_n$.

For any permutation $\tau \in S_{n+1}$ and $f \in \mathbb{R}[a_0, \ldots, a_n][x,y]$ we denote by $\tau(f) = f^\tau$. Then

$$f^\tau(x,y) = \tau(a_n) x^n + \tau(a_{n-1}) x^{n-1} y + \cdots + \tau(a_1) x y^{n-1} + \tau(a_0) y^n.$$ 

Define $G(x,y)$ as follows

$$G(x,y) = \frac{x \cdot f_x(-f_y(x,y), f_x(x,y)) + y \cdot f_y(-f_y(x,y), f_x(x,y))}{n f(x,y)}.$$ 

Notice that since $f$ is totally real, then $f \in \mathbb{R}[x,y]$. Therefore, $G \in \mathbb{R}[x,y]$. Note also that, for $\sigma \in S_{n+1}$ we have an involution

$$\sigma = \begin{cases} 
(1, n+1) (2, n) \cdots \left( \frac{n}{2}, \frac{n}{2} + 2 \right), & \text{if } n \text{ is even} \\
(1, n+1) (2, n) \cdots \left( \frac{n+1}{2}, \frac{n+3}{2} \right), & \text{if } n \text{ is odd}.
\end{cases}$$

Next result describes the properties of $G(x,y)$.

**Theorem 5 (Beshaj).** The polynomial $G(x,y)$ satisfies the following

i) $G(x,y)$ is a covariant of $f$ of degree $(n-1)$ and order $(n-1)(n-2)$.

ii) $G(x,y)$ has a unique quadratic factor over $\mathbb{R}$, which is the Julia quadratic $J_f$.

iii) $G^\sigma(x,y) = (-1)^{n-1} G(x,y)$. Moreover, if $G_f = \sum_{i=1}^d g_i x^i y^{d-i}$, then

$$g_i^\sigma = (-1)^{n-1} g_{d-i},$$

for all $i = 0, \ldots, d$.

Then we have the interesting connection between real forms and self-inversive polynomials.
**Theorem 6.** If \( f \) is a palindromic real form then \( G_f(x, y) \) is self-inversive. If \( f \) is of odd degree then \( G_f \) is palindromic.

**Proof.** If \( f \) is palindromic, then from Lemma 3, i) we have that \( a_i = a_{n-i} \) for all \( i = 0, \ldots, n \). That means that \( \sigma \) fixes all coefficients of \( f \). Hence, \( g^\sigma_i = (-1)^{n-1} g_i \) for all \( i = 0, \ldots, d \), where \( d = \deg G_f \). Thus, \( G_f \) is self-inversive. If \( n \) is odd, then \( g_i^\sigma = g_i \). Hence, \( G_f \) is palindromic. \( \qed \)

We know that \( G_f \) has exactly two non-real roots, namely \( \varepsilon(f) \) and its conjugate. Consider now \( G_f^M \). Then all real roots of \( G_f \) will go to roots on the unit circle of \( G_f^M \) and the two non-real roots \( \varepsilon(f) \) and its conjugate \( \overline{\varepsilon(f)} \) go inside the unit disk as roots of \( G_f^M \).

**Figure 1.** The region \( T \)

**Lemma 8.** Let \( f \) be a self-inversive polynomial with all roots in the unit circle \( U \), \( f_* \) its homogenization, \( T \) be the region in the complex plane given by

\[
T = \{ z = a + bi \mid a^2 - 2a + b^2 \geq 0, a^2 + 2a + b^2 \geq 0 \},
\]

and \( M = \begin{bmatrix} 1 & -1 \\ 1 & i \end{bmatrix} \). If \( \varepsilon(f_*)^M \in T \) or \( \varepsilon(f_*)^M \in F_2 \), then \( f^M \) has minimal coefficients.

**Proof.** From Lem. 7 we have that \( f_*^M \) is a totally real form. Then \( \varepsilon(f_*^M) \) is the image of the zero map in the upper half plane \( H_2 \).

If \( \varepsilon(f_*)^M \in F_2 \) then \( f_*^M \) is reduced and we are done. If \( \varepsilon(f_*)^M \in T \) then let \( S = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) and compute \( \varepsilon(f_*)^{MS} \). Let \( \varepsilon(f_*)^M = a + bi \). Then

\[
\varepsilon(f_*)^{MS} = \frac{1}{a + bi} = \frac{a}{a^2 + b^2} - \frac{b}{a^2 + b^2} i
\]

Hence, \( |\varepsilon(f_*)^{MS}| \geq 1 \) and

\[
-1 < \frac{a}{a^2 + b^2} \leq 1
\]

Hence, \( \varepsilon(f_*)^M \in F_2 \). However, the height of \( f_*^M \) does not change under the transformation \( S \). Hence, \( f_*^M \) has minimal coefficients. Thus, in both cases \( f^M \) has minimal coefficients. \( \qed \)
The region $\mathcal{T}$ is the blue colored region in Fig. 1 and the grey area is the fundamental domain.

5. Self-reciprocal polynomials and codes

The goal of this section is to show how self-reciprocal polynomials are connected to other areas of mathematics, namely whether extremal formal weight enumerators for codes satisfy the Riemann hypothesis. We will follow the setup of [11].

For $d \leq n$, denote the weight enumerator of an MDS code $C$ over $F = GF(q)$ of length $n$ and minimum distance $d$ by $M_{n,d}(x,y)$. The dual $C^\perp$ is also an MDS code of length $n$ and minimum distance $d^\perp = n - d + 2$. Therefore, for $d \geq 2$, the weight enumerator of $C^\perp$ is $M_{n,n+2-d}(x,y)$. Let $M_{n,1} = x^n$. The MDS code with weight enumerator $M_{n,1}$ has dimension $n - d + 1 = n - 1 + 1 = n$, hence $C = F^n_q$. It is easy to see that $M_{n,1}$ is the MacWilliams transform, $(x,y) \mapsto (\frac{x+(q-1)y}{\sqrt{q}}, \frac{x-y}{\sqrt{q}})$, of $M_{n,1}$. We may think of $M_{n,1}$ as the weight enumerator of the zero code.

The set $\{M_{n,1}, M_{n,2}, \ldots, M_{n,n-1}, M_{n,n+1}\}$ is a basis for the vector space of homogeneous polynomials of degree $n$ in $x, y$. Furthermore, this set is closed under the MacWilliams transform; see [11] for details.

If $C$ is an $[n,k,d]_q$-code, then one can easily see that

$$A_C(x,y) = \sum_{i=d}^{n+1} a_{i-d} M_{n,i} = a_0 M_{n,d} + \ldots + a_{n+1-d} M_{n,n+1},$$

for some integers $a_i$ as in §4.4.2 in [14]. The zeta polynomial of $C$ is defined as

$$P(T) := a_0 + a_1 T + \ldots + a_{n+1-d} T^{n+1-d}.$$ 

The zeta polynomial $P(T)$ of an $[n,k,d]_q$-code $C$ determines uniquely the weight enumerator of $C$. The degree of $P(T)$ is at most $n - d + 1$. The quotient

$$Z(t) = \frac{P(T)}{(1-T)(1-qT)}$$

is called the zeta function of the linear code $C$. The zeta function of an MDS code

$$\frac{1}{(1-T)(1-qT)} = \sum_{j=0}^{\infty} \frac{q^{j+1} - 1}{q - 1} T^j$$

is the rational zeta function over $F_q$; see [11, Cor. 1]. Formally self-dual codes lead to self-reciprocal polynomials. The proof of the following Proposition can be found in [11].

**Proposition 1.** If $P(T)$ is the zeta polynomial of a formally self-dual code, then $P(T/\sqrt{q})$ is a self-reciprocal polynomial.

5.1. Riemann zeta function versus zeta function for self-dual codes.

From [11] we have that for a self-dual code $C$,

$$Z(T) = q^{g-1} T^{2g-2} Z(1/qT),$$

which for $z(T) := T^{1-g} Z(T)$, may be written as

$$z(T) = z(1/qT).$$

Now let

$$\zeta_C(s) := Z(q^{-s}) \text{ and } \xi_C(s) := z(q^{-s}).$$
We obtain
\[ \xi_C(s) = \xi_C(1 - s), \]
which is the same symmetry equation is analogous to the functional equation for the Riemann zeta function. We note that \( \zeta(s) \) and \( \xi(s) \) have the same zeros.

The zeroes of the zeta function of a linear code \( C \) are useful in understanding possible values of its minimum distance \( d \).

Let \( C \) be a linear code with weight distribution vector \( (A_0, A_1, \ldots, A_n) \). Let \( \alpha_1, \ldots, \alpha_r \) be the zeros of the zeta polynomial \( P(T) \) of \( C \) Then
\[ d = q - \sum_i \alpha_i^{-1} - \frac{A_{d+1} d + 1}{A_d n - d}. \]

In particular,
\[ d \leq q - \sum_i \alpha_i^{-1}; \]

A self-dual code \( C \) is said to satisfy Riemann hypothesis if the real part of any zero of \( \zeta_C(s) \) is 1/2, or equivalently, the zeros of the zeta polynomial \( P_C(T) \) lie on the circle \( |T| = 1/\sqrt{q} \), or equivalently, the roots of the self-reciprocal polynomial (see Proposition 1 above) \( P_C(T/\sqrt{q}) \) lie on the unit circle.

While Riemann hypothesis is satisfied for curves over finite fields, in general it does not hold for linear codes. A result that generates many counterexamples may be found in [14]. There is a family of self-dual codes that satisfy the Riemann hypothesis which we are about to discuss. The theory involved in this description holds in more generality than linear codes and their weight enumerators.

5.2. Virtual weight enumerators. A homogeneous polynomial
\[ F(x, y) = x^n + \sum_{i=1}^{n} f_i x^{n-i} y^i \]
with complex coefficients is called a virtual weight enumerator. The set
\[ \{0\} \cup \{i : f_i \neq 0\} \]
is called its support. If
\[ F(x, y) = x^n + \sum_{i=d}^{n} f_i x^{n-i} y^i, \]
with \( f_d \neq 0 \), then \( n \) is called the length and \( d \) is called the minimum distance of \( F(x, y) \).

Let \( C \) be a self-dual linear \([n, k, d]\)-code. Recall that \( n \) is even, \( k = n/2 \) and its weight enumerator satisfies MacWilliams’ Identity. A virtual generalization of \( A_C(x, y) \) is straightforward. A virtual weight enumerator \( F(x, y) \) of even degree that is a solution to MacWilliams’ Identity
\[ F(x, y) = F\left( \frac{x + (q - 1)y}{\sqrt{q}}, \frac{x - y}{\sqrt{q}} \right), \]
is called virtually self dual over \( \mathbb{F}_q \) with genus \( \gamma(F) = n/2 + 1 - d \). Although a virtual weight enumerator in general does not depend on a prime power \( q \), a virtually self-dual weight enumerator does.
Problem 1. Find the conditions under which a (self-dual) virtual weight enumerator with positive integer coefficients arises from a (self-dual) linear code.

The zeta polynomial and the zeta function of a virtual weight enumerator are defined as in the case of codes.

Proposition 2 ([6]). Let \( F(x, y) \) be a virtual weight enumerator of length \( n \) and minimum distance \( d \). Then, there exists a unique function \( P_F(T) \) of degree at most \( n - d \) which satisfies the following

\[
\frac{(y(1 - T) + xT)^n}{(1 - T)(1 - qT)} P_F(T) = \ldots + \frac{F(x, y) - x^n}{q - 1} T^{n-d} + \ldots
\]

The polynomial \( P_F(T) \) and the function

\[
Z_F(T) := \frac{P(T)}{(1 - T)(1 - qT)},
\]

are called respectively the zeta polynomial and the zeta function of the virtual weight enumerator \( F(x, y) \).

A virtual self-dual weight enumerator satisfies the Riemann hypothesis if the zeroes of its zeta polynomial \( P_F(T) \) lie on the circle \( |T| = 1/\sqrt{q} \). There is a family of virtual self-dual weight enumerators that satisfy Riemann hypothesis. It consists of enumerators that have certain divisibility properties.

Let \( b > 1 \) be an integer. If \( \text{supp}(F) \subset b\mathbb{Z} \), then \( F \) is called \( b \)-divisible. Let \( F \) given by Eq. (5.1) be a \( b \)-divisible, virtually self-dual weight enumerator over \( \mathbb{F}_q \).

Then we have the following theorem:

Theorem 7 (Mallows-Sloane-Duursma). If \( F(x, y) \) is a \( b \)-divisible self-dual virtual enumerator with length \( n \) and minimum distance \( d \), then

\[
d \leq \begin{cases} 
2 \left\lfloor \frac{n}{8} \right\rfloor + 2, & \text{if } F \text{ is Type I,} \\
4 \left\lfloor \frac{n}{24} \right\rfloor + 4, & \text{if } F \text{ is Type II,} \\
3 \left\lfloor \frac{n}{12} \right\rfloor + 3, & \text{if } F \text{ is Type III,} \\
2 \left\lfloor \frac{n}{6} \right\rfloor + 2, & \text{if } F \text{ is Type IV.}
\end{cases}
\]

A virtually self-dual weight enumerator \( F(x, y) \) is called extremal if the bound in Theorem 7 holds with equality. A linear code \( C \) is called \( b \)-divisible, extremal, Type I, II, III, IV if and only if its weight enumerator has the corresponding property. The zeta functions of all extremal virtually self-dual weight enumerators are known; see [10]. The following result can be found in [10].

Proposition 3. All extremal type IV virtual weight enumerators satisfy the Riemann hypothesis.

For all other extremal enumerators, Duursma has suggested the following conjecture in [9].
Problem 2. Prove that any extremal virtual self-dual weight enumerators of type I-III satisfies the Riemann hypothesis.

Let $F$ denote a weight enumerator as in (5.2) and $P_F(T)$ the associated zeta polynomial. Let $p_T(T) = P_T(T/\sqrt{q})$ denote the normalized zeta polynomial. Numerical computations suggest the following result.

Problem 3. If $F$ is an extremal weight enumerator of Type I, II, II, IV then the normalized zeta polynomial is symmetric increasing. In fact, using the notation of (2.5), if $a_i = a$, $a_{i+1} = a + \epsilon_1$, $a_{i+2} = a + \epsilon_2$, $a_{i+3} = a + \epsilon_3$ then $\epsilon_2 \leq \frac{\epsilon_1 + \epsilon_3}{2}$.
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